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Abstract: Monitoring tool conditions and sub-assemblies before final integration is essential to reduc-
ing processing failures and improving production quality for manufacturing setups. This research
study proposes a real-time deep learning-based framework for identifying faulty components due to
malfunctioning at different manufacturing stages in the aerospace industry. It uses a convolutional
neural network (CNN) to recognize and classify intermediate abnormal states in a single manufac-
turing process. The manufacturing process for aircraft factory products comprises different phases;
analyzing the components after the integration is labor-intensive and time-consuming, which often
puts the company’s stake at high risk. To overcome these challenges, the proposed Al-based system
can perform inspection and defect detection and alleviate the probability of components’ needing
to be re-manufacturing after being assembled. In addition, it analyses the impact value, i.e., rework
delays and costs, of manufacturing processes using a statistical process control tool on real-time
data for various manufactured components. Defects are detected and classified using the CNN and
teachable machine in the single manufacturing process during the initial stage prior to assembling the
components. The results show the significance of the proposed approach in improving operational
cost management and reducing rework-induced delays. Ground tests are conducted to calculate the
impact value followed by the air tests of the final assembled aircraft. The statistical results indicate a
52.88% and 34.32% reduction in time delays and total cost, respectively.

Keywords: manufacturing process optimization; aircraft control optimization; statistical process
control; teachable machine; process optimization; real-time defect detection

1. Introduction

With the rapid improvement of technology, meeting the increasing needs of advanced
manufacturing industries such as aerospace has become increasingly complex. The failure
of a key component can cause unforeseen damages, and even causes loss of property or
personnel. Compared to other industries, the requirements for accuracy of parts is much
higher in the aerospace industry. Based on the statistics, failure in mechanical components
can result in the failure of aerospace components [1]. The aerospace industry operates
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under numerous regulatory requirements, driving additional challenges in the required
manufacturing and improvement processes [2]. The application of technological tools in
manufacturing assembly lines demands precise evaluation of processes concerning the time
and cost required to optimize the overall manufacturing processes. Aircraft manufacturing
processes are complex due to multiple functional groups working in tandem; therefore,
well-defined interaction points need to be articulated in order to maintain effective process
control. The areas within assembly lines can be modified to reduce waste and increase
throughput. Optimizing the manufacturing processes can improve overall efficiency within
the aerospace industry. Process optimization ensures high quality, high efficiency, low cost,
environment-friendly targets, eliminates weeks of manual trials, and improves assembly
operations, thereby allowing the aerospace industry to save considerable production and
personnel resources [3,4]. Machine learning plays an essential role in automating manufac-
turing processes and ensuring a continuous improvement cycle in aerospace manufacturing,
laying a foundation for future predictive maintenance technologies.

Industries have experienced a paradigm shift due to technological changes and nov-
elties with the evolution of smart factories [5]. The prospect of artificial intelligence (AI)
technology application in industries has recently gained increasing attention [6]. Al and
machine learning (ML) have become progressively applicable in factory operations [7].
Traditional ML-based methods have lately shifted from research to industrial usage, gaining
importance with the progressive digitalization of industries. Manufacturing factories see
enormous potential in Al-driven systems and techniques to achieve optimization ranging
from computer-aided design to manufacturing processes, planning, and control [7]. How-
ever, the decorative value and usefulness of the workpieces may become compromised
due to snags in the manufacturing process and forging technology. Existing procedures
employed for detecting workpiece defects depend on manual practices involving human
resources, resulting in a high False Positive/ True Negative rate. In order to unravel the
overhead deliberation issue, an Al-driven defect detection system is employed here to
augment the correct detection rate of workpiece flaws, minimize waste work, improve
quality, and reduce the cost of workpiece production [8].

Considerable research work on the implementation of Al-driven defect detection
systems in smart manufacturing factories has been carried out in the context of bulk
production [5-9]. However, there is a dearth of research work on aerospace manufactur-
ing factories, as manufacturing factories do not engage in bulk production. In existing
aerospace manufacturing factories, defect detection with respect to various components
involves labor-intensive scrutiny, causing the achieved results to be inconsistent and sub-
jective. Furthermore, due to manufacturing process-related issues and duplication of
technology, workpieces in the workshop may develop defects, affecting the ornamental
value and usefulness of the workpiece [8]. The cornerstone of a lean management philos-
ophy is to reduce waste in the value chain in order to reduce total lead time, including
all operations [10]. Production line inspectors classify defective products through visual
observation or manual measurement methods for specific products. In order to reduce
product wastage, interventions and modifications should be made to the manufacturing
processes to eradicate equipment failures and reduce the rejection rate. As visual/manual
examination significantly upsurges the cost of the manufacturing process and is subject
to the high error rate of manual detection, failures are often recognized late, resulting in
increased losses. Thus, it is essential to advance defect detection techniques of workpieces,
increase production competence, and control quality accuracy.

The major function of an aircraft wing assembly is to transmit and resist aerodynamic
forces. It constitutes slender shell-bonded structures supported by longitudinal stiffening
members and transverse frames that allow it to resist bending and both compressive and
torsional loads. Irrespective of this robust assembly, undesired vibration are generated
because of aerodynamic effects due to structural mismatches as well as to stability and
balance issues. Structural mismatches due to defective wing assembly can enhance these
vibrations. Therefore, one of the most critical parts for vibration and stability is the wing
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assembly [11]. Improving the aircraft manufacturing process of critical parts such as the
wing assembly leads directly to improved stability in flight and achievement of the desired
aircraft controllability.

In order to achieve time and cost optimization in the relevant manufacturing processes,
the proposed Al-based defect detection framework is able to identify those processes that
cause maximum rework delays and optimize processes within the aerospace industry. This
research employs a three-step interdisciplinary approach involving Al technology and
manufacturing processes, and makes the following contributions:

¢  We utilize statistical process control techniques to identify the processes with the
highest work waste rate within aerospace manufacturing factorys;

*  We develop an Al-based defect detection algorithm for inspection of images acquired
from 150 commercial aircraft from a local aircraft manufacturing factory;

*  We calculate the impact of the proposed Al-driven defect detection algorithm on
manufacturing processing optimization.

The rest of this paper is organized as follows. First, we discuss related works in
Section 2. In Section 3, the proposed framework is introduced, and we discuss the method-
ology and implementation. Next, the obtained results are reported in Section 4. Finally, the
proposed research is concluded and future work is presented in Section 5.

2. Related Work

The competitiveness to gain enhanced optimization in the modern industrial world
has created a push towards large-scale manufacturing, perfection in manufacturing pro-
cesses, and minimum waste to maximize throughput. A tool condition monitoring method
based on CNN has been proposed by Dai et al. in [1] for tool state monitoring under specific
working conditions to reduce defects in parts during the manufacturing stage. However,
different models need to be trained in order for the proposed method to work under differ-
ent conditions. Helo and Hao [6] provide an overview of the stage-wise development of
models involving collecting and, preparing data and then training models, thereby explor-
ing Al’s impact on operation management. Thumati et al. [12] proposed an implementation
scheme utilizing Al-based techniques and big data analytics to reduce human dependability
and improve quality control for cost optimization within the manufacturing environment.
Another implementation scheme for refining military manufacturing processes by Martinez
[13] incorporated a seam validation process with machine learning technology to reduce
production costs.

Different data-driven methods have been introduced to monitor the parts under nor-
mal and fault conditions. Fault detection indicators monitor faults; several studies have
been presented based on statistical process control. This method helps with monitoring
and control, and ensures that processes operate efficiently to produce products that con-
form to specifications and require less rework [14,15]. Al methods have greatly helped
in carrying out different tasks, for instance, face recognition, using different sensors [16].
Such methods have specifically contributed to biomedical image processing [17]. Similarly,
cell segmentation and tracking can be aided by machine and deep learning models due to
their superior performance compared to traditional methods [18]. Al for non-destructive
testing (NDT) has improved test reliability management within aerospace setups. Such
Al-based methods lead to automatic and objective interpretation of data. However, defect
detection accuracy relies heavily on the overall quality of the testing process. For human-
independent and objective NDT results, a data-centric approach has been proposed by
D’Angelo and Palmieri [19] for reliable defect detection and mimicking of the skills and
expertise of human inspectors.

A huge breakthrough in recent years has come in the form of deep learning algo-
rithms. Such techniques are motivated by the capabilities of making more efficient use
of both computing resources and time. The common goals of the proposed methods are
image enhancement, detection, and classification of the different flaws in machinery parts
during the manufacturing stage [20]. Several studies have utilized deep learning-based
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techniques to identify defects. Mery and Arteta [21] summarize the early automated
classification methods involving support vector machine classifiers and other machine
learning methods. Huang et al. [22] proposed a smart factory architecture involving manu-
facturing, data management, and yield analysis, utilizing a recurrent neural network to
detect machining defects within steel semi-finished products during the manufacturing
process. Dong et al. [23] proposed an automated industrial inspection method based on
an unsupervised local deep feature learning method using non-annotated image data for
defect detection and classification. Their proposed method allowed for real-time quality
evaluation and monitoring. To reduce the time spent on defect inspection, Dogru et al. [24]
proposed a hybrid approach combining a pre-defined classifier with a MASK recurrent
CNN to improve prediction performance and automate the aircraft maintenance visual
inspection process. Tang et al. [25] adopted a CNN for defect detection in composite
laminates to improve inspection efficiency.

To broaden the engagement with ML-based tools and enable users without specialized
technical knowledge to create their own ML modes, the Teachable Machine [26] has been
introduced. This web-based interface allows the training of custom ML classification
models without coding. This tool keeps the underlying complexities hidden, and helps to
find trends and patterns within image samples, thereby enabling users to create functional
and accurate models [27]. However, the learning parameters need to be adjusted in order
to achieve optimal performance through from hyperparameter tuning. To evaluate the
feasibility of the Teachable Machine web-based Al tool, Jeong [28] investigated the effects
of different hyperparameters, i.e., the learning rate, batch size, and learning frequency,
on the diagnostic accuracy of a tooth-marked tongue. Their achieved results were better
than other Al-based models, confirming the possibility of using Teachable Machine in
real-life scenarios. Nesakumar [29] presented a model utilizing a teachable solution and
simple interface to detect and recognize different classes of diseases from images of plants.
It was found that the teachable solution could provide reduced cost and help to attain
greater yields than traditional convolutional networks. Based on the tests carried out by
Agustian [30], the Google Teachable Machine can create a machine learning model with up
to 100% accuracy, precision value, and sensitivity. The study implanted a machine learning
model in an Android smartphone using Teachable Machine. It was found that the tool
can be programmed according to the dataset being used. In [31], the authors performed
vibration control analysis for aircraft wings with the use of a smart material. Undesired
vibrations were eliminated by active vibration control to obtain stability. An embedded
piezoelectric sensor and actuator were used, obtaining a fast response.

In most of the studies mentioned above, the prime focus remains on defect detection
during the manufacturing processes; less work has been carried out on calculating the
impact value of the manufacturing processes. Very few studies have considered manu-
facturing process optimization. This study proposes an Al-based defect detection system
capable of detecting defects prior to the integration phase. This approach can ensure
reduced rework delays and better time and cost production optimization. Furthermore, it
focuses on improving manufacturing processes by introducing a step toward an advanced
cyber—physical system and providing improved model theoretical performance value. A
comparison is appended below (Table 1) comparing a number of existing studies with the
proposed work.

Table 1. Comparison of the proposed work with recent research works.

Performance Analysis Matrix of the Proposed Model with Latest Strategies

Current aerospace manufactur-

ing model

Model from [13] Manufacturing model in [12] Aeronautical Assembly
Process (Horizontal Tail
Plane Structure) [32]
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Table 1. Cont.

Performance Analysis Matrix of the Proposed Model with Latest Strategies

Al (Deep Learning) Tool for opti-
mization of aircraft manufactur-
ing and enhanced controllability
(through Wing tip assembly)

Seam validation through ar-
tificial neural network aid
Image classifier accuracy
testing techniques

Al (machine learning) algorithms
for energy optimization in manu-
facturing processes

Increase in operation
time efficiency through
multidimensional ~ de-
sign assessment model

0.23 million $ saving achieved
through  rework evalua-
tions/fault detection

Rework evaluations/fault - -
detection

52.88% reduction in time de-
lays of a single process

Al (ANN) algorithms for - -
rework production

Improvement in performance/
controllability ~ of aircraft
achieved through optimized
Wing assembly manufacturing

Improvement in perfor-
mance of aircraft through
incorporation of Al-based
technique in manufactur-
ing process

Aerospace manufacturing equip-
ment energy consumption and their
optimized energy usage was calcu-
lated before and after Al (machine
learning) tool implementation

Operation time and cost
values are calculated
using software-based
model before and after
model implementation

3. Proposed Framework

The traditional aerospace framework consists of four major phases: design, manu-
facturing, integration/ assembling, and testing. A detailed discussion of manufacturing
phases is appended below.

3.1. Design

The design phase starts with the mathematical modeling of a component (wing as-
sembly and control components, etc.), then cross-validation is carried out using different
software and testing equipment (i.e., wind tunnel testing). Subsequently, aerodynamic and
structural integrity are checked using specialized finite element methods and computational
fluid dynamics techniques. Different 3D diagrams of the process are shown in Figure 1.

otk = s W o i

e

e e

(a) (b)
Figure 1. Aircraft design phase, (a) wing design, and (b) aileron design.

3.2. Manufacturing

After completion and successful testing of a component, it is dispatched to the manu-
facturing bays for its physical transformation. Every component passes through a computer-
based numerically control machining process according to its desired material specifications,
and is manufactured as per the engineering drawing provided by the design section. Sheet
metal work and machine work are extensively used in this process. GO/NO-GO gauges
and tools are mostly used for quality control of the components.
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3.3. Assembling/Integration

Here, sub-components are matched and integrated into a larger assembly. Problems
may occur in this stage when assembling two mismatched components, mainly the wing
assembly, canopy, and control surfaces with the fuselage. Due to mismatches, faults may
occur in the components, and faulty components must be sent back to the re-manufacturing
bay. As a result, rework is performed, causing additional time delays and increasing costs.
To avoid this rework delay, the proposed framework incorporates an Al fault detection
system in the assembly/integration phase before the parts are assembled. This helps to
achieve near-optimized values, and provides the capability of identifying component faults
before the integration/assembly phase.

3.4. Tests

After assembly, there are two tests: first, ground tests of all sub-systems are carried
out, followed by air tests, including checks of the controls, wing performance, engines
and avionics.

3.5. Use of Al Tool in Integration Phase

In order to reduce the problem of mismatches, an Al tool was introduced to the
integration phase; the Al tool minimizes errors in the assembly phase and enhances aircraft
performance. This Al tool can detect faults in the integration phase and enables the
manufacturing factory to optimize its processes at an early timeframe, and is able to reduce
the number of test flights required before accepting the aircraft. Without this Al tool, the
same defects surfaced repeatedly during air tests. The proposed optimized manufacturing
model is shown in Figure 2.

Old Model

PHASE-| PHASE-II PHASE-IlI PHASE-IV
Design ™= Manufacturing T EINE y, E
Integration
Proposed Model e -
PHASE-I PHASE-II i PHASE-III {PHASE.IV

Al Tool
in Wing
Section

Design ™= Manufacturing TP Tests

Figure 2. Proposed framework for process optimization.

3.6. Methodology and Implementation

An in-depth interdisciplinary literature review involving Al implementation in manu-
facturing processes alongside a statistical analysis of aerospace manufacturing processes
was synthesized to determine its impact on process optimization. This work aims to cal-
culate the time delays and costs required to identify defects during the testing phase, and
proposes an Al-based defect detection system to optimize both cost and time during the
initial stages before integration. The proposed approach is divided into different phases, as
shown in Figure 3.
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Figure 3. Flow of the proposed framework.

3.6.1. Data Acquisition

The data are mainly acquired from different sources, including manufacturing bays,
statistical process control, planning, and production. The manufacturing time for each air-
craft is acquired to identify the sub-assemblies with maximum rework delays during phase
II of the proposed framework, as shown in Figure 3. The manufacturing time is recorded
and processed for analysis. For example, the normal distribution of the manufacturing
time of parts during the manufacturing phase is shown in Figure 4.

0.016 T T T T T T T T

0.014

0.012

o
o
=

Normal distribution
o o
o o
o o
[« [e5]

0.004

0.002 |- !

0 1 1 1 1 1 1 1 1
160 170 180 190 200 210 220 230

Figure 4. Manufacturing time for parts during the manufacturing phase.

For defect identification, images of correct and faulty wing tips are acquired. A sample
of 150 small commercial low-speed aircraft from an understudy aerospace manufacturing
factory was chosen, and their wing tip images were acquired. Due to faulty wing tips,
aircraft can experience stability issues (vibrations, etc.), which need to be addressed during
manufacturing. A high-definition camera was installed at assembly lines to take overhead
photos of corrected and faulty assemblies for further preprocessing. The captured images
were visually inspected for consistency, and 200 good-quality images were selected from
each class to develop the labeled dataset. A few sample defects within the wing assembly
are depicted in Figure 5. Structural analysis and stability analysis are provided in Figure 6
and Figure 7, respectively.
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(c) (d)

Figure 5. Examples of wing assembly images obtained from commercial aircraft: (a) correct wing
assembly (front), (b) correct wing assembly (wide), (c) faulty wing assembly (side angle), and
(d) correct wing assembly (front).

Figure 6. Structural analysis of wing assembly due to defective wing tips: (a) front view, (b) isometric
view, and (c) side view.
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(b)

()

Figure 7. Stability analysis of wing assembly due to defective wing tips: (a) front view, (b) isometric

view, and (c) side view.

3.6.2. Calculation of Induced Rework Time Delay

Due to mismatch in the assembly of parts during the integration/assembly phase,
faults may occur within the components. These faulty components must be sent back
for re-manufacturing. This study aims to determine the rework induced by the design
changes and measure the resulting impact on the cost and time required to complete
the manufacturing process [33]. Defects add additional rework, making the inspection
process more time-consuming and expensive. Furthermore, induced rework and delays
significantly impact schedule predictability within manufacturing industries [34]. In this
study, induced rework delays within different sections, i.e., wing section, control surfaces,
and canopy section are calculated before further analyzing the data using the statistical
process control tool.

The rework delays of the aircraft are calculated through a normal distribution for the
calculated mean and standard deviation, as shown in Table 2. Furthermore, the induced
delays are depicted in Figure 8.

Table 2. Calculated induced rework time delay.

Induced Delays Calculated Mean Calculated Standard Deviation
Wing section 13.02 4.98
Control surfaces  10.88 5.66

Canopy section ~ 8.17 5.01
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Figure 8. Induced rework delays for different sections within the aerospace manufacturing process:

(a) wing section, (b) control surfaces, and (c) canopy section.

3.6.3. Data Analysis of Manufacturing Processes: Statistical Process Control Analysis

Statistical process control practices help to improve manufacturing performances. This
aids in determining the frequencies and time duration of breakdowns. Furthermore, it
helps with investigation of the significant causes of breakdowns that affect productivity.
In the present research, the statistical process control tool is used to identify the major
loss time within the aerospace industry [35]. The quantitative data obtained is further
analyzed using different statistical quality control techniques, including plotting data on
normal distribution curves and pie charts. The means (y1) and standard deviations (¢) of
manufacturing time and cost are calculated, and analysis is carried out to identify those
sub-process with maximum delays and costs. Normal curves are plotted, and the curves
are analyzed for the shift of mean and standard deviation values.

Figure 9 shows the induced delays in three sections, i.e., the wing section, control
surfaces, and canopy section. It can be observed that wing assembly integration has
the highest rework delays. Furthermore, the wing section has the maximum man-hours
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consumed compared to the other two sections. Table 3 shows the mean and standard
deviation calculated in terms of the impact factor for man-hours consumed.

0.007 T - T
0.006

0.005

ion

0.004

Normal distributi

0.003 -

0.002 -

0.001
0

0.018

0.016 -

0.014 -

o
2
N

0.008 -

Normal distribution
o
2

0.006 -

0,004 |f

0.002
0

0.045

0.04 -

0.035 -

Normal distribution
o
I3
N
&

Figure 9. Consumed man-hours for different sections within the aerospace manufacturing pro-
cess: (a) man-hours consumed for wing section, (b) man-hours consumed for control surfaces, and
(c) man-hours consumed for canopy section.

Table 3. Calculated man-hours consumed.

Consumed Man Hours Calculated Mean Calculated Standard Deviation

Wing Section 102.24 57.74
Control Surfaces 42.37 24.42
Canopy Section 16.30 9.47

3.7. Al-Based Defect Detection System

Manufacturing processes need to be optimized in order to ensure that the correct
parts are assembled during the integration phase to reduce the induced rework delays.
The idea is to detect faults before the integration phase automatically without any manual
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intervention. Here, all three sections are analyzed for defect classification purposes, and
images from the section with maximum induced rework delay and consumed man-hours
are considered. The aim of this study is to employ and assess the feasibility of a machine
learning model extracted from a Teachable Machine. For classification purposes, a machine
learning network was built using the Teachable Machine open intelligence platform. This
network employs a pre-trained MobileNet model, and transfer learning is carried out by
modifying the final layers of the model with the custom dataset. The test platform contains
a high-definition camera that takes images of assembly line aircraft components and sends
those images to the process control system. The process control system (pre-trained Al
model) detects faults and provides results within a few seconds, specifying whether the
component meets design requirements or otherwise. A 28-layer CNN-based MobileNet
model is used by the Teachable Machine, using depth-wise separable convolution to build
a lightweight neural network. The proposed Al defect algorithm is depicted in Figure 10.

)
Image pre-processing
(Edge Detection/ cleaning) A ——
Data labelli
! S .’ b:AI;oriu::f ]

Images Dataset (Faulty and fomoimoema —
correct Wing Assembly)
!
Model training on Google teachable Machine
Image Classifier (CNN - Image Classifier Model)

!

Input new images (both
correct/ defective)

ABojopoyiaw
Buiuies paswiasdng

| |
Activation
— function —
| |

Figure 10. The proposed framework algorithm.

3.7.1. Google Teachable Machine

This research uses a web-based artificial intelligence development tool called Google
Teachable Machine for defect detection in images [26,28]. This tool supports the develop-
ment of Python-based code and uploading of training data. Multiple classifications can
be performed by adding classes. To gain maximum accuracy, hyperparameters such as
epoch, batch size, and learning rate need to be adjusted according to the utilized data. The
detection accuracy of the model is evaluated using the unseen test data. The environment
setting is carried out by deploying different libraries, such as Jupyter, Panda, Keras, Scikit
learns, and Numpy.

3.7.2. Dataset of Images

A total of 1550 images of aircraft wing tip assemblies were taken using a high-definition
camera installed in the assembling/integration bay of an aircraft manufacturing factory. An im-
age dataset of faulty and serviceable wings was formulated. Bad-quality images were excluded
to improve the accuracy of the results. These images were stored in designated libraries through
the sci-kit image library. A few images from the dataset are shown in Figure 11.
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Figure 11. Wing tip images from different angles.

3.7.3. Image Preprocessing

Cleaning, balancing, transforming, edge detection, and splitting were performed for
pre-processing to eliminate unwanted regions and extract the region of interest. After
the preprocessing stage, the dataset was trained on a Teachable Machine-based image
classifier. Data were randomly split into 0.8, 0.1, and 0.1 ratios for training, testing, and
validation, respectively, to evaluate the accuracy of the proposed approach. Figure 8 shows
the development phases of the proposed Al defect detection tool. After the model was
trained, the test images were used to test the performance of the model. For pre-processing
of missing values, images were further filtered, with good quality images were retained
and low-quality images discarded. The dataset was further separately categorized into
faulty and correct images for training and testing purposes. Lastly, images were featured
and scaled through the maximum absolute scaling technique. This finalized dataset was
used for training and testing.

3.7.4. Image Labeling

The dataset of images was labeled as Correct and Defective based on the original
design specifications available from the factory. The same images formed part of the dataset
for further pre-processing, including the edge detection and cleaning process.

3.7.5. Model Training

After pre-processing of images, the model was trained through the MobileNet pre-
training model, and further transfer learning was carried out by modifying the final layers.
A 28-layer CNN-based MobileNet model was used by the teachable machine, with depth-
wise separable convolution used to build a lightweight neural network. The process of
model training is shown in Figure 12.
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Figure 12. Block diagram of Mobilenet training model.

Figure 13 shows the development phases of the proposed Al defect detection tool.
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Figure 13. Development phases of Al defect detection technique.

3.7.6. Hyperparameter Tuning

The characteristics of the image data depend on the nature of the acquisition device,
environment, and application field. Therefore, in order to gain increased learning accuracy,
the variables need to be adjusted based on the characteristics of the obtained image data [28].
The Teachable Machine comprises three learning parameters, i.e., batch size, learning rate,
and epochs. Initially, the batch size was set to 16, the number of epochs to 25, and the
learning rate to 0.01. To further improve the performance of the model, the hyperparameters
were fine-tuned for this research. The learning rate was optimized and set to 0.001 to
improve the accuracy of the training data. Furthermore, the model was optimized, and the
model was trained to predict the class of each pixel in the final layer using the cross-entropy
loss function.

3.8. Impact Value Calculation

An Al-based system was developed to detect defects prior to the integration phase
to ensure that components would not be sent back for re-manufacturing. Time and cost
production optimization, which are considered key cardinals of operation management,
were successfully achieved in one of the manufacturing factory sub-processes through
the application of our Al-based defect detection tool. The impact value of time and cost
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optimization on the wing assembly section before and after the Al application was calcu-
lated by comparing the before and after values of the time and cost factors. The objective
of the research effort was to optimize manufacturing processes (time and cost), thereby
improving manufacturing processes in the aerospace factory through the improvements
realized by the proposing model. In addition, a theoretical performance analysis was
carried out to analyze the improved model’s efficacy and output. The performance analysis
of the improved model was conducted considering the impact value of Al tools used in the
manufacturing process. Salient features of performance analysis include:

i. The impact of the Al tool in reducing rework delays;

ii. =~ The impact of the Al tool on reducing costs due to re-work;

iii. Improvement in manufacturing processes by introducing a step towards an advanced
cyber—physical system in the factory;

iv.  The introduction of intelligent production management in the factory.

3.9. Performance Analysis

After obtaining optimized results regarding the time and cost factors of a single process,
a proposed model was recommended for adoption by an understudy manufacturing factory
that could be customized and enhanced over time. The Al detection tool was implemented
theoretically on the old model and the results were analyzed. Based on the achieved
results, it is proposed that if the Al tool were implemented on other sub-sections, i.e., the
control surfaces section and canopy section, then near-optimized time and cost values for
manufacturing processes in these sections could be achieved as well.

4. Results and Discussions

This section presents a performance summary of the proposed Al-based defect detec-
tion algorithm implemented using a Teachable Machine image classifier. The proposed
Al model positively impacts the operation time management of aircraft factories. The
validation results are shown in Table 4.

Table 4. Validation results obtained on the dataset.

Measure Score Derivation
_ TP+TN
Accuracy 0.7250 Accuracy = Tprrpr TNTEN
.. .. TP
Precision 0.7500 Precision = TPLFD
F1 score 0.7317 F1 = 2 x ErecisionxRecall

Precision+reall

For aircraft control components and wing tip diagnosis, a dataset of 1550 images
was placed in the library. Subsequently, 80% of the images were used for the training
dataset and the remaining 20% for the test dataset. To optimize the machine learning
parameters, we measured the diagnosis accuracies according to the value of the epoch,
batch size, and learning rate. After hyper-parameter tuning, the ROC (receiver operating
characteristic) analysis method was used to determine the sensitivity (true positive rate,
TPR) and specificity (false positive rate, FPR) of the machine learning model in order to
diagnose the defects in aircraft control components. Initially, the batch size was set to 16, the
number of epochs to 25, and the learning rate to 0.01. To further improve the performance
of the model, the hyperparameters were fine-tuned. The learning rate was optimized
and set to 0.001 to improve the accuracy of the training data. Furthermore, the model
was optimized and trained to predict the class of each pixel in the final layer using the
cross-entropy loss function. Figure 14 shows results regarding accuracy and epochs, batch
size and learning rate. The accuracies for the no-fault wing tip and for the tooth-marked
tongue/no-marked tongue were 72.5% and 70%, respectively.
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Figure 14. Accuracy of results vs. epochs, batch size, and learning rate: (a) accuracy vs. epochs,
(b) accuracy vs. batch size, and (c) accuracy v. learning rate.

Validation was performed using images representing the classes used for network
development. Although the Al tool in the improved model was studied for implementation
in the wing section, the theoretical impact value dictates that an improved model should
improve the optimization of other sections of an aerospace manufacturing factory as well.
The cost of Al equipment, human resource (HR) training, and space management aspects
have not been considered here, as they are beyond the scope of this research. While
remaining within the scope of the present research, the improved model should be able to
improve the operational management of smart manufacturing factories.

The impact value comparison in terms of costs and delays is shown in Table 5.

Table 5. Comparison of delays and costs before and after Al adoption.

Before Al After Al
Processes Improved Model Theoretical Performance Value
Delays (Days) Cost($) Delays (Days) Cost ($)

Wing 13.01 0.67 6.13 0.44 -52.88% reduction in time of a single process
—34.32% reduction in cost

Canopy 8.17 0.36 5.66 0.26 -30.7% reduction in time of a single process
—27.7% reduction in cost

Control Surfaces  10.88 0.37 6.57 0.26 -39.61% reduction in time of a single process

-29.72% reduction in cost

The induced delays improve significantly after implementing the proposed Al defect
detection model on the wing section, as shown in Figure 15a. The wing cost due to rework
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delays is reduced, as shown in Figure 15b. These results indicate that the proposed model
has a positive impact on improving the operation cost management of the aircraft factory.

n=13.01
o—4.0%

u=0.44 Mn
o =0.18 Mn

0.23 Mn

(b)

Figure 15. Induced delays and wing costs before Al and after Al: (a) induced delays and (b) wing cost.

The induced delay before applying the AI defect detection model was 13.01 days,
which improved significantly to 6.13 days. Furthermore, the wing cost before applying the
Al model was $0.67m which was reduced to $0.23, indicating that the model can improve
performance during the manufacturing process.

It can be seen from the plots in Figure 15 that the standard deviation and mean values
were improved significantly. Table 5 shows that the induced work delays for all three
sections improved. The impact value after implementing the Al defect detection model is
depicted in Figure 16.

Dataset analysis and factory survey of rework delays revealed that minor defects
caused a delay of less than 7-8 days, wherein defects were repaired /reworked within the
same section during the integration phase. However, significant defects caused a delay
of more than 7 days and up to 20 days, as the wing assembly needed to be sent back to
the manufacturing bay for major rework or re-manufacturing of the complete wing. As
the Al tool in our case has been designed/trained to detect major defects, it can enable the
factory to detect major defects before the integration phase. In this way, rework delays that
recorded after Al tool implementation were within a range of 0-7 days per rework. The
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same conjecture can be applied to other components where the Al tool could theoretically
be applied, with the Al tool impacting a section to ensure that no major rework items are
sent back to the manufacturing bay through detection prior to the integration phase.

Wing Section Reworks Delays Wing Section Reworks Cost Factor
@ays) ' (VMn's)

= Before AI = After Al = Before AT After A

52.88 %0 reduction in time 34.329% reduction in cost

Figure 16. Impact value comparison before and after implementation of the AI defect detection
model before integration.

5. Conclusions

Applying Al technology in manufacturing process optimization is a fledgling area
of development. The present research aims to provide a customized approach capable
of manufacturing high-quality products that meet customers” demands. The proposed
approach involves using the statistical process control tool for analyzing manufacturing
processes and selecting the single manufacturing process that causes the maximum time
delays and maximum costs due to defects. After identifying the process, an Al-based defect
detection algorithm is applied to identify the defects before the integration/assembly phase.
The results show that applying the Al defect detection model helps in manufacturing
process optimization. The results before and after the proposed model are compared, with
a 52.88% reduction in time and a 34.32% reduction in costs. To add value to the factory’s
competitiveness, it is essential to transform its progressions and administrative edifice
into Al-driven tools and innovative production management tools. This study aims to
help transform the factory into an intelligent factory that is ultimately aimed at optimizing
operation management cardinals.

In a continuation of existing research, future research work is envisaged to further
enhance the existing model to achieve optimized operation management goals by bringing
Al technology into the design phase of manufacturing. In this way, the manufacturing cycle
defect rate can be brought to near zero, with the probability of the defect rate mitigated to
the lowest level.
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