
Ensemble stacked model for 
enhanced identification of 
sentiments from IMDB reviews
Komal Azim1,10, Alishba Tahir1,10, Mobeen Shahroz1,10, Hanen Karamti2,  
Annia Almeyda Vazquez3,4,5, Angel Rojas Vistorte6,7,8 & Imran Ashraf9

The emergence of social media platforms led to the sharing of ideas, thoughts, events, and reviews. 
The shared views and comments contain people’s sentiments and analysis of these sentiments has 
emerged as one of the most popular fields of study. Sentiment analysis in the Urdu language is an 
important research problem similar to other languages, however, it is not investigated very well. 
On social media platforms like X (Twitter), billions of native Urdu speakers use the Urdu script which 
makes sentiment analysis in the Urdu language important. In this regard, an ensemble model RRLS is 
proposed that stacks random forest, recurrent neural network, logistic regression (LR), and support 
vector machine (SVM). The Internet Movie Database (IMDB) movie reviews and Urdu tweets are 
examined in this study using Urdu sentiment analysis. The Urdu hack library was used to preprocess 
the Urdu data, which includes preprocessing operations including normalizing individual letters, 
merging them, including spaces, etc. concerning punctuation. The problem of accurately encoding 
Urdu characters and replacing Arabic letters with their Urdu equivalents is fixed by the normalization 
module. Several models are adopted in this study for extensive evaluation of their accuracy for Urdu 
sentiment analysis. While the results promising, among machine learning models, the SVM and LR 
attained an accuracy of 87%, according to performance criteria such as F-measure, accuracy, recall, 
and precision. The accuracy of the long short-term memory (LSTM) and bidirectional LSTM (BiLSTM) 
was 84%. The suggested ensemble RRLS model performs better than other learning algorithms and 
achieves a 90% accuracy rate, outperforming current methods. The use of the synthetic minority 
oversampling technique (SMOTE) is observed to improve the performance and lead to 92.77% 
accuracy.
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People now share their views, opinions, and comments via social media platforms that have become a widely used 
medium for sharing and receiving data, information, and ideas1. This allows billions of users to connect through 
these services, exchange opinions, and share ideas freely. While social media provides significant benefits such 
as empowering marginalized voices to speak out and engage with civil society it also has its downsides. For 
instance, while some individuals feel at ease expressing their thoughts constructively, others misuse the platform 
to spread harmful or abusive language when interacting virtually2. People can use social media as a tool for self-
education and empowerment for a better quality of life and health3. Social media enables people to communicate 
in their native languages, producing vast content for academic analysis. While English dominates, low-resource 
languages like Arabic and Urdu are also commonly used on platforms like Twitter.

Figure 1 presents that Urdu is among the most widely spoken languages globally and is equally prominent 
on social media platforms. Sentiment analysis is vital for social media, blogs, forums, and online ads, but faces 
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challenges like a large lexicon, Natural Language Processing (NLP) overhead, and fraudulent reviews. The 
diversity of languages, including French, Chinese, English, Urdu, and Arabic, adds to this complexity4.

Urdu is spoken by a billion people worldwide, with over 169 million actively using it daily on social media 
to generate vast amounts of Urdu language data. However, very limited research and resources are available 
for languages that examine user sentiment in Urdu5. Sentiment analysis in Urdu is conducted using machine 
learning (ML) and deep learning (DL) techniques and understand people’s thoughts by analyzing subjective data. 
Effective Urdu sentiment analysis requires advanced preprocessing, innovative ML techniques, and sentiment 
lexicons to benefit Urdu-speaking industries6. The results of this research can be applied across various sectors. 
The Urdu language requires more attention and exploration from researchers, especially when compared to 
other languages worldwide7. One major problem is the lack of structured data for the Urdu language that can be 
used with machine learning models. So, compiling a dataset of Urdu-language tweets is a big challenge.

Many studies used ML and DL models for tasks related to the Urdu language. For example, Rafique et al.8 
detects fabricated news in Urdu while9 performs cross-domain-based sentiment analysis for the Urdu language. 
An ML approach is used in Mehmood et al.10 for detecting threatening language in tweets. The study11 makes 
use of recurrent neural networks (RNN) for Urdu lemmatization while12 presents an approach to rectify spelling 
errors in Urdu language. ML and DL models have been the focus of various domains specifically for automated 
tasks. Particularly, these models have been adopted for a variety of NLP applications. Despite existing works 
on the Urdu language, the domain of Urdu sentiment analysis is not very well studied. This study adopts an 
ML approach for Urdu sentiment analysis due to its effectiveness and efficiency. The novelty of the proposed 
approach lies in the use of a stacked ensemble method, where multiple machine learning (ML) models, 
including Random Forest (RF), Logistic Regression (LR), and Support Vector Machine (SVM), serve as base 
learners, and a Recurrent Neural Network (RNN) functions as the meta-learner. The class predictions from 
the base learners are fed into the RNN, which then refines the output to produce more accurate sentiment 
predictions. This ensemble stacking model leverages the strengths of both machine learning and deep learning 
techniques to enhance sentiment classification accuracy. A key aspect of the proposed model is its ability to 
handle smaller datasets, particularly in the context of Urdu tweets and movie reviews, where traditional machine 
learning and deep learning models often perform suboptimally. By combining multiple learning paradigms and 
incorporating the TF-IDF (Term Frequency-Inverse Document Frequency) technique for feature extraction, the 
model is capable of improving performance even in low-resource settings. The TF-IDF method helps identify 
the most informative words in the dataset, further enhancing the model’s ability to differentiate between positive, 
negative, and neutral sentiments. The main contributions are as follows:

•	 A hybrid technique is proposed by using ML and DL algorithms to improve sentiment analysis results. The 
proposed model RRLS utilizes random forest (RF), RNN, logistic regression (LR), and support vector ma-
chines (SVM) via stacking.

•	 Two datasets are used in this research for model evaluation. The Internet Movie Database (IMDB) includes 
Urdu reviews of movies and Urdu tweets categorized into three sentiments: positive, negative, and neutral. 
Analysis, preprocessing, and feature engineering of the Urdu text data have been conducted using the Urdu-
hack library.

•	 Decision trees (DT), SVM, RNN, long short-term memory (LSTM), and bidirectional LSTM (BiLSTM) have 
been adopted in this research to conduct experiments using Urdu textual data. To examine the proposed ap-
proach, accuracy, precision, recall, and F1 score are utilized as metrics to evaluate performance.

The previous research paper’s structure is set up as follows. Section 2 emphasizes the pros and cons of existing 
literary studies. Section 3 describes the methodology framework and datasets. The experimental findings are 

Fig. 1.  (a) Top 10 spoken languages on social media platforms, and (b) Famous platforms among Urdu users.
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then presented and examined in Section 4, where the performance of different models of Urdu sentiment 
datasets is evaluated. Section 5 draws conclusions based on the data and suggests potential directions for future 
research in Urdu sentiment analysis.

Systematic review
Sentiment analysis with ML and artificial intelligence (AI) has been suggested for various applications like social 
media platforms to analyze industrial behavior. Several studies have utilized social media posts for this purpose. 
Figure 2 shows an analysis of existing literature on Urdu sentiment analysis.

Hotel reviews written in Roman Urdu were studied by Nazir et al.13 which employed LR and SVM yielding 
an accuracy of 85.30% and 80.00%, respectively. The sentiment analysis of Roman Urdu, according to polarity, 
was conducted using various language models and nine ML algorithms, achieving a 92.25% accuracy with the 
LR model while the k nearest neighbor (KNN) model obtained a 91.47% accuracy.

In another study14, after applying noise reduction techniques to social media data, decision trees (DT) were 
used for classification and vectorization, resulting in an astounding 96.00% accuracy on the training dataset. 
Using a hybrid ML approach, the study15 performed an Urdu sentiment analysis of social media interactions. 
The SVM model showed an accuracy of 74.69%, and precision, recall, and F1 scores were 74.00%, 73.00%, and 
74.00%, respectively. Urdu sentiment analysis was conducted from a multilingual perspective, incorporating 
Urdu, Roman Urdu, and a combination of both, using various ML models such as LR, DT, and RF with an 
accuracy of 74.00% by the RF model16.

The LR and SVM models were applied to classify reviews from the Roman Urdu Daraz online shopping 
website. It achieves 75.00% accuracy17 by exploring improved feature extraction techniques. The Urdu-Arabic 
script based on lexicon-based models was used to analyze sarcasm, achieving a 48.50% accuracy on sarcastic 
while a 23.50% accuracy for non-sarcastic tweets, with precision of 87.90% and recall rates of 69.60%. With a 
recall of 20.10% and a precision of 82.80%, an NB-based model identified 8.30% of sarcastic tweets. On the other 
hand, a 56.9% accuracy is obtained for non-sarcastic tweets. These results demonstrate the ongoing attempts to 
enhance classification techniques in Urdu sentiment research. Talat et al.3.

The movie reviews dataset is used in Haroon et al.18 to extract relevant features using term frequency/inverse 
document frequency (TF-IDF) and bag of words (BoW) techniques. The sentiment analysis used a convolutional 
neural network (CNN), LSTM, RNN, SVM, and NB. The model’s performance was evaluated using several 
metrics. The ML models showed accuracy ranging from 81.00% to 90.00% while DL models obtained 84.00% 
to 94.00% accuracy18.

The lexicon-based technique has also been employed for Urdu sentiment analysis. Using Urdu text analysis 
steps, an accuracy of 64.00% is reported in Rehman and Bajwa19. Twenty thousand sentences in the corpus 
(RU-EN-Emotion) of Roman Urdu have been classified as either emotion sentences or neutral sentences. The 
sentences are annotated with emotional content. Next, the efficacy of six conventional ML and DL methods is 
evaluated. CNN when paired with GloVe embedding, proves to be the best strategy and produces a new RU-EN-
Emotion corpus that offers greater utility than the existing corpus.

The study20 In the analysis of YouTube comments, six machine learning algorithms were used, including NB, 
SVM, LR, DT, KNN, and RF. The SVM, LR, and RF models attained the top marks for accuracy. Another study 
focused on the classification of multi-label poisonous comments in Urdu, employing different algorithms like 
binary relevance (BR), bagging, and others. By using n-gram features TF-IDF weighting enabled BR to achieve a 
staggering score of 96.6%, demonstrating how well it does the task of sentiment analysis21. CNN outperformed 
regarding accuracy, despite having notable flaws. CNN-based models require larger data in order to train. 
Second, it assumes that each word influences a statement’s polarity in the same manner. The authors suggested 

Fig. 2.  Literature analysis, (a) Number of research studies on Urdu, and (b) Studies on literature categories.
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a CNN model with an attention module and utilized transfer learning to improve sentiment analysis22. Roman 
Urdu language is considered in 23 for sentiment analysis on Pakistan Super League (PSL) anthems to categorize 
comments as positive, negative, or neutral, utilizing machine learning algorithms like NB, KNN, ANN, and LR. 
Experimental results show the highest accuracy of 97.00%.

Another study24 used ML models for sentiment analysis where SVM emerged as the most effective model. 
More than 1,00000 examples of twelve distinct topic kinds make up our dataset. The sentences are categorized 
using Random Forest, a well-known ML classifier. For unigram, bigram, and trigram features, it demonstrated 
accuracy ranging from 64.41% to 80.15%, while bigram has a 76.88% accuracy25. In Bangash et al.26, Sentiment 
analysis employing a lexicon-based method and boolean data analysis revealed a positive relationship between 
the political party’s electoral success and the number of positive tweets it received. Research utilizing word 
embedding techniques shows a notable enhancement in outcomes when utilizing the transformer models from 
Hugging Face, DistilBERT, and XLNet, in contrast to LR and NB, two popular machine learning models27.

Multiclass sentiment analysis An analysis of the general public’s opinion of police authority and public services 
provided is conducted in both Urdu and English, the regional languages28 for positive, negative, and neutral 
attitudes. The SVM provides optimal performance for multi-classification problems with an accuracy of 86.87%. 
The study29 worked on a massive corpus of tweets using a pre-processing pipeline. It involves removing columns 
that contain user information, retweet counts, follower data, redundant tweets, links, more punctuation, spaces, 
and symbols, and identifying whether the tweets with emojis, then taking out relevant details.

Table 1 highlights the performance and methodologies of several leading approaches, including traditional 
ML classifiers and advanced feature engineering techniques. By examining the effectiveness of techniques 
such as multinomial NB (MNB), Bernoulli NB (BNB), SVM, DT, RF, and LR, it points out the strengths and 
weaknesses of each method. By comparing these techniques, the table illustrates the relative effectiveness of each 
approach in handling sentiment analysis tasks, particularly for Urdu text. This comparative analysis is crucial 
for understanding the strengths and limitations of existing methods and for positioning our research within the 
broader landscape of sentiment analysis technologies.

Methodology
The methodology architecture is illustrated in Figure 3. The Urdu Twitter reviews and IMDB movie reviews 
datasets were obtained via Kaggle. Tokenization, stemming, lemmatization, stop word removal, and filtering are 
some of the preprocessing techniques used to clean the dataset. Following preprocessing, TF-IDF and Count 
Vectorizer techniques are used to extract pertinent features from the dataset and represent it as a vector. Training 
classification models that can handle binary sentiment analysis that is, positive and negative sentiments is the 
next stage. This study describes the application of DL and ML models, such as SVM, NB, RF, DT, BNB, LR, RNN, 
CNN, and LSTM, for the experimental phase.

The choice of algorithms such as NB, BNB, LR, RNN, and LSTM, CNN was guided by their effectiveness 
for sentiment analysis, as reviewed in the literature. NB and LR were chosen for their simplicity and strong 
benchmark performance. RNNs, CNNs, and LSTMs were selected for their superior ability to capture sequential, 
as well as, contextual information, important for sentiment analysis, and their demonstrated performance 
improvements over traditional methods. Their extensive validation in prior studies across various languages and 
domains further supports their suitability for our Urdu sentiment analysis study.

Citation Proposed Techniques Benefits Limitations Year

Mashooq et 
al.30

A comprehensive evaluation Research on 
sentiment analysis has been conducted in 
the Urdu-language literature.

A taxonomy that adheres to 
classification techniques.

Feature extraction methods are also 
extracted.

SLR of 24 reviews to 
researchers. 2022

Zeeshan 
Rasheed31

By using a database, a Python program, 
and a SQL query.

A SQL query was utilized in this study 
to eliminate all tweets that weren’t in 
English.

Distinguishing tweets in English 
from those in other languages was 
challenging.

Investigation into the 
independence of languages. 2022

Rana et al.32 Unsupervised method To get user opinions, a lexicon of 
opinions is employed. Required unlabelled training data.

The absence of alternative 
language resources and a 
common lexicon.

2021

Ahmad and 
Wan33

Create a detailed aspect-based Urdu 
sentiment analysis dataset.

This study developed an ABSA system 
involving various ML models. Reliable baselines for ABSA in Urdu. Research to a bilingual 

dataset 2021

Ali Awan et 
al.25 Classify multiclass sentence classification. Applying the random forest technique 

to machine learning models.

The accuracy for the unigram, 
bigram, and trigram features 
was 80%, 76.88%, and 64.41%, 
respectively.

Grammatical, contextual, 
and lexical data. 2021

Batra et al.29 A large corpus is used on Urdu text 
classification.

Emojis are retrieved to verify machine 
learning. The lack of data in a structured style. Unavailable datasets. By 

compiling a sizable dataset. 2021

Asghar et 
al.34

The development of advanced SA 
applications.

Urdu terms get polarity scores; 
modifiers are tagged.

The paper’s assessment yields good 
results using polarity ratings, with 
baseline.

The publicly not available 
Urdu lexical resources. 2019

Khan et al.35
This paper provides a review of 
approaches that have been used in the 
past using Urdu sentimental analysis.

Lexicon Opinion Detecting opinion 
Resolving co-reference. To identify gaps in previous results. Most previous approaches 

gave better results. 2018

Rehman and 
Bajwa19

Identifying the polarity of a particular 
phrase or sentence in Urdu.

Pre-processing (initial phase). Sentence 
(polarity identification).

The lexicon-based approach’s results 
are satisfactory.

Lack of electronic 
information and vocabulary. 2016

Table 1.  Comparing various state-of-the-art research works on sentiment analysis.
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Datasets
The Urdu text data includes three sentiment categories: positive, negative, and neutral, as identified by the 
sentiment analysis as shown in Figs. 4 and 5. This research utilizes two distinct datasets. The first is the IMDB 
movie Urdu reviews dataset, where users provide feedback on movies, classified as positive or negative. The 
IMDB dataset includes 35,000 reviews for training the model and 15,000 reviews for testing, using the train-test 
split method. IMDB dataset contains 51% positive comments and 49% negative comments. In addition, the 
Urdu tweets dataset contains 500 comments. Urdu tweets contain 50% positive or 50% negatives.

Preprocessing
Urdu text must be preprocessed To simplify and optimize the training and prediction process for machine 
learning algorithms, the Urduhack library is utilized to eliminate punctuation, like uniform resource locators 
(URLs), numerical values, email addresses, phone numbers, monetary symbols, and other irrelevant data, thereby 
improving the accuracy of the model, as illustrated in Fig. 6. Also, white space in the dataset is normalized. 
For better performance of the suggested model for Urdu text, the following text preparation techniques were 
additionally implemented.

Fig. 4.  Dataset1: IMDB movies Urdu reviews dataset.

 

Fig. 3.  Proposed methodology diagram.
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Removing the stopwords
Stop words link other words and help provide sentiment meaning to sentences. Commonly used stopwords 
in Urdu are displayed in Fig. 736. These words were removed from the corpus utilizing the Urduhack library 
in Python. The Urdu language’s low resources and grammatical complexity pose challenges in automatically 

Fig. 7.  The corpus containing 430 Urdu stopwords.

 

Fig. 6.  Urdu text preprocessing steps.

 

Fig. 5.  Samples from the Urdu tweets dataset.
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eliminating stop words. The Urud corpus based on stopwords contains stop words, which were removed from 
the dataset, as shown in Fig. 7.

According to sources, there are no precise, trustworthy stop words in the Urdu language37. Therefore, 
eliminating stopwords is an essential duty in Urdu. Figure 7 This displays 430 Urdu stopwords that have been 
eliminated from the dataset of Urdu texts. Because there are fewer and only usable tokens remaining after 
stopwords are removed, performance should improve even though the dataset’s size and the model’s training 
time both drop. As a result, the categorization accuracy increases.

Normalization is required for NLP-related tasks and is often carried out for sentiment analysis. This process 
fixes the problem of correctly encoding Urdu characters. Through normalization, the Unicode range is obtained 
for different Urdu characters. The Urdu hack library made this phase feasible.

Tokenization and lemmatization
Tokenization is another common yet important task in NLP. This phase is essential to both of the traditional 
NLP methods, including the Count Vectorizer. Dividing a lengthy text block into discrete tokens is known as 
tokenization. Next, eliminate all punctuation and question marks to generate a Bag of Words. Large volumes of 
data can be accurately expressed thanks to exact formats. Figure 8 shows the text before and after lemmatization 
is performed.

Feature extraction
Lemmatization returns the basic form of extended words found in the text which are then used for feature 
extraction. Even though lemmatizes are guaranteed to provide a basic composite word that appears in a text 
record, they do not significantly improve accuracy. After the text documents have been cleaned up, further 
research could be conducted by breaking sentences up into tokens. These tokens must be converted into feature 
vectors. The extracted features are important to train ML models.

TF-IDF and count vectorizer
In the proposed research, CountVectorizer and TF-IDF are utilized to extract characteristics from Urdu text, 
transforming converting text input into vectors of numbers for ML model training. CountVectorizer makes 
a matrix of the processed text containing counts of words in a document. This method is straightforward 
and effective for text representation. In contrast, words are given weights by TF-IDF according to their rarity 
throughout the corpus and their frequency in a document common words are given lower weights while 
unique words are given higher weights. This makes TF-IDF a more advanced and powerful method for text 
representation. Performing these tasks in Urdu is challenging due to its right-to-left syntax. Experiments showed 
that TF-IDF, by considering both word frequency and rarity, provides a superior text representation compared 
to CountVectorizer.

	
T F (t, d) =No. of times t appears in document D

Total number of terms in document d
� (1)

	
IDF (t, D) = log

(
T otal documents in the corpus D

Documents containing term t + 1

)
� (2)

In the positive sentences, each number relates to the TF-IDF score of the corresponding feature. As illustrated 
in Fig. 9, the features ’good’ and ’excellent’ that express positivity, in this case, have a TF-IDF score of 0.7628499, 
suggesting that it is somewhat more significant or relevant in positive phrases than the other qualities. It is 

Fig. 8.  Reviews after and before Lemmatization.
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anticipated that a term with a good connotation will score better in positive phrases according to TF-IDF. The 
TF-IDF score shows how related a phrase is to relevance inside a certain collection of documents, in this case, 
the positive sentences, as seen in Fig. 9. The TF-IDF score of each feature in the positive sentences is represented 
by each value.

In the negative sentences, each number is the TF-IDF score for the related feature. The TF-IDF score for 
the negative attributes “bad” and “poor” in this case is 0.08358631 as shown in Fig. 9, demonstrating that, in 
comparison to the other traits, it is more relevant in negative words. Projected needs the TF-IDF score to be 
higher in negative phrases as a term with a negative connotation. In this example, the relative importance of a 
term inside a certain set of documents, as shown in Fig. 9. The TF-IDF score reflects the negative sentences. The 
TF-IDF score of the associated characteristic of the negative sentences is represented by each value.

TF-IDF scores for Urdu text and assign sentiment polarity values to specific phrases. It starts with a list of 
sample Urdu sentences expressing positive and negative sentiments, such as (very good) and (very bad), and 
uses a dictionary to hold initial polarity values for these phrases. The TfidfVectorizer from the “sklearn feature 
extraction” library transforms the sentences into a TF-IDF matrix, representing the importance of each word. 
The assigned polarity function then calculates the polarity scores for phrases by summing their TF-IDF scores 
and multiplying them by their initial polarity values. The output includes polarity scores for the phrases and TF-
IDF scores for individual words, illustrating their relative importance and sentiment intensity within the corpus. 
For example, Fig. 9 has a positive score reflecting its high sentiment, while has a negative score indicating strong 
negativity.

The CountVectorizer assigns weighted values to Urdu phrases. Unlike TF-IDF, which takes into account 
both inverse document frequency and term frequency, CountVectorizer focuses solely on word frequency. The 
resulting polarity scores reflect the frequency and sentiment intensity of the phrases within the corpus. For 
example (very good) might have a positive score based on its word count, while (very bad) would have a negative 
score. This method provides a simpler alternative to TF-IDF for sentiment analysis, focusing on word occurrence 
rather than their relative importance across documents.

Machine learning
Despite challenges, the use of ML models in Urdu has grown in popularity. The training process of ML models 
becomes simpler through pre-processing, which enables models to produce predictions and learn from 
sample data. Supervised learning teaches models to accurately identify data or predict outcomes using labeled 
datasets. According to the Bayes theorem, NB assumes feature independence and does well in classification 
tasks, especially when working with high-dimensional datasets. Lr is a statistical technique that is effective for 
problems involving binary classification. Decision tree-based regression and classification produce interpretable 
decision-making processes. The RF and SVM models are adaptable enough to address a variety of issues. While 
RF uses several decision trees to perform tasks related to regression and classification, SVM creates a decision 
boundary using labeled data.

•	 Naive Bayes: Because it presumes feature independence, this classification technique is helpful when working 
with high-dimensional data;

•	 Logistic Regression: Logistic regression, which displays linear correlations between variables, is the most effec-
tive statistical technique for binary classification;

•	 Decision Trees: are flowchart-like classification and regression frameworks that are easy to understand for 
both category and numerical information;

•	 Support Vector Machine: uses labeled data to create cross-class decision boundaries (hyperplanes);
•	 Random Forest: increases resilience and accuracy by employing many decision trees for classification and 

regression.

Deep learning models
DL approach focuses its methods on the composition and structure of artificial neural networks (ANNs). 
Through the use of successive layers, DL progressively pulls higher-level information from the raw input. The 

Fig. 9.  Urdu words presenting negative and positive polarity.
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architectures include CNN, RNN, LSTM, and BiLSTM networks, each designed to capture different aspects of 
textual data. This research employed these four DL models:

•	 Recurrent Neural Network: An RNN design with nodes placed in a temporal sequence that can analyze input 
sequences of varying lengths. However, it struggles to discern between important and less important infor-
mation since it is unable to focus on relevant information;

•	 Long Short-Term Memory: By controlling data flow with input, output, and forget gates, LSTMs are particular-
ly used for vanishing gradient problems in RNNs and enable long-term dependencies in the model;

•	 Bidirectional Long Short-Term Memory: Comprising two LSTMs, one of which processes input in reverse and 
the other forward. Bi-LSTM uses bidirectional information flow to improve context understanding;

•	 Convolutional Neural Network: Effectively identifies fundamental patterns, enabling the creation of intricate 
patterns in deeper layers. Especially helpful for feature extraction from fixed-length data segments, like time 
sequence analysis or signal data inquiry, where feature position isn’t crucial. CNNs, which are made up of 
input, output, and hidden layers, apply dot products between input matrices and convolution kernels using 
convolutional layers before activation functions like ReLU. Functionality is further improved by pooling, 
connected, and normalizing layers.

Proposed ensemble model
Sentiment analysis is an important area of NLP study that focuses on understanding and classifying the 
sentiment expressed in the text. With the availability of data, and the need to assess sentiment in multiple 
languages, effective sentiment analysis techniques for languages like Urdu are becoming essential. The stacking 
model is a state-of-the-art technique for Urdu sentiment analysis in this study. Stacking, also known as stacked 
generalization, is a learning strategy that merges projections from numerous base models to create a meta-model 
that performs better than the component models as shown in Fig. 10. By utilizing the distinct advantages and 
skills of many base models, Stacking can increase the accuracy and resilience of sentiment analysis.

The selection of the model for the ensemble is considered concerning two aspects. First, the models are 
considered based on their performance reported in the existing research. In addition, preliminary experiments in 
this study showed better individual performance of these models. Secondly, the models are selected concerning 
their suitability for the dataset used in this study. The selected models compensate each other for their limitations 
and elevate the overall performance when used as an ensemble.

The selection of methods in Urdu sentiment analysis is influenced by linguistic complexity, dataset availability, 
and application context. LR and SVM are effective for classification. DT and RF offer interpretability and handle 
non-linear data well, as demonstrated in social media data classification research. Feature extraction techniques 
like TF-IDF and BoW enhance performance, as evident in IMDB movie review analyses. DL models such as 

Fig. 10.  Proposed methodology for ensemble RRLS model.
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RNN excel in capturing sequential data, validated in multilingual sentiment tasks. Lexicon-based methods use 
predefined sentiment lexicons for word scoring, widely used in Urdu sentiment studies. Hybrid approaches 
combining ML and lexicon-based methods improve accuracy, as shown in social media sentiment analysis. 
These methodological choices are supported by empirical evidence and comparative studies, ensuring their 
effectiveness and suitability across various applications.

The stacking model uses a two-level design to function as shown in Fig. 10. On the preprocessed Urdu text 
data, multiple basic models such as RF, LR, and SVM are trained individually at the first level. SVM, RF, and LR 
are the basic models that have shown success in sentiment analysis applications. Forecasts for the sentiment class 
of the input text are generated by each base model. At the second level, a meta-model, such as RNN, is trained 
using the fundamental models’ predictions as shown in Fig. 10. Using these predictions as input attributes, the 
meta-model learns to produce the final sentiment class prediction.

By maximizing the combination of the foundation models’ anticipates, the stacking method aims to leverage 
the complementary features of the individual models and improve sentiment analysis performance overall. To 
get the input data ready for the stacking method, a pipeline is applied to the Urdu sentiment analysis dataset. 
Among the stages in this pipeline are tokenization, normalization, stopword removal, and punctuation removal. 
To handle the quirks of the Urdu language and ensure reliable and consistent input for the base models, certain 
pre-processing techniques are crucial.

A good tactic to maximize the stacking model’s performance is hyperparameter adjustment. Common 
evaluation measures that are used to evaluate the efficacy of the stacking model include accuracy, precision, 
recall, and F1-score. The performance of the stacking model in comparison to other models for Urdu sentiment 
analysis is assessed. Increased accuracy, resilience, and the ability to handle Urdu’s linguistic challenges are some 
advantages that the stacking approach in Urdu sentiment analysis may provide. By combining predictions from 
many base models, the stacking strategy may provide a more comprehensive view of sentiment in Urdu text, 
leading to more accurate sentiment classification findings. Combining standard machine learning techniques 
with stacking ensemble learning for text categorization such as the RNN model and learning models (RF, LR, 
and SVM) is advantageous for enhanced performance.

Results and discussion
This section compares the suggested ensemble model’s performance against that of many ML and DL models 
concerning two datasets used for sentiment analysis.

Dataset 1: IMDB movies Urdu review
The IMDB movie Urdu review dataset, which is built on two methods of engineering techniques like TF-IDF and 
CountVectorizor for the ML model, was used for the studies. Preprocess the data first, then identify its attributes 
and use machine learning models to forecast the outcome.

Results of ML using TF-IDF
Sentiment analysis of Urdu text has been done using ML algorithms. The classifiers used in the proposed 
study were MNB, BNB, SVM, DT, RF, and LR. TF-IDF and Count Vectorizer were used in the proposed study 
before ML. The cumulative outcomes of applying machine learning models with TF-IDF feature engineering 
approaches have been shown in Table 2.

SVM and LR models show that they perform better than other models. For example, SVM’s accuracy is 
87.59%, while LR’s accuracy is 87.16%. The results are displayed in Table 2. TAs will be covered in the next part, 
the preprocessing of Urdu text using the Urdu hack library and feature engineering using TF-IDF yields superior 
outcomes withCountVectorizor versus machine learning models.

Machine learning using CountVectorizer
Based on the frequency of Urdu terms, the CountVectorizer has been used to extract features from Urdu text. 
Table 3 displays the outcomes of the CountVectorizer ML model with the MNB, BNB, SVM, DT, RF, and LR 
classifiers.

The results prove the better performance of BNB and RF models when CountVectorizer features are used for 
training ML models. Table 3 shows the results of all ML models with the CountVectorizer. It is observed that 
MNB, BNB, and DT models get improved accuracy with the CountVectorizer compared to TF-IDF features. On 
the contrary, SVM and LR have better performance with TF-IDF features while RF shows a similar accuracy 
with both features.

Measure MNB (%) BNBn(% SVM (%) DT(%) RF(%) LR(%)

Accuracy 84.28 82.04 87.59 70.15 83.16 87.16

Precision 83.31 79.00 88.00 69.00 84.00 88.00

Recall 83.00 87.00 85.00 70.00 83.00 86.00

F1 score 83.00 83.00 86.00 70.00 84.00 87.00

Negative Recall 84.00 85.00 88.00 67.00 80.00 82.00

Table 2.  Results of models by applying TF-IDF on the IMDB movie reviews dataset.
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Deep learning model results on Urdu text
When it comes to Urdu sentiment analysis, DL models have shown encouraging results. This proposed study 
analyzes the sentiment of Urdu text using DL techniques. The goal was to automatically classify Urdu text into 
positive, negative, or neutral groups. Urdu text reviews have been taken from the IMDB movie reviews dataset. 
The text input is then preprocessed using the Urdu Hack module, a Python tool designed specifically for Urdu 
language analysis. Preprocessing involved removing punctuation, normalizing whitespace, and getting rid of 
stopwords. Training and testing sets are then created from the preprocessed data. Using the training data, a 
DL model, particularly an RNN with an LSTM layer, is trained. Because it can faithfully represent sequential 
relationships in text data, the RNN model was employed. To recall the weights, LSTM has relied on memory 
cells. Two hidden layers pointing in opposite directions are connected to the same output by the BiLSTM model. 
The assessment metric was accuracy. Binary cross-entropy loss and the Adam optimizer are used to train the 
DL model. Table 4 displays the outcomes of deep learning models, including CNN, LSTM, RNN, and Bi-LSTM.

The comparison Table 4 shows that LSTM and Bi-LSTM provide increased accuracy, such as 83% and 82% as 
compared to other DL models. Results also show that BiLSTM shows better accuracy than ML models used with 
either TF-IDF or CountVectorizer features.

Results of proposed ensemble RRLS
In the proposed ensemble model, the RNN, RF, LR, and SVM models are used in a stacking configuration. The 
model obtains class predictions from the machine learning models (base learners) and uses these predictions 
as input to train the RNN (meta-learner) to achieve improved results. Feature extraction for the models is 
performed using the TF-IDF technique, which helps capture the relative importance of terms in the dataset by 
assigning higher weights to more informative words and down-weighting common words that appear frequently 
across all documents. The model is tested using the IMDB movie reviews dataset. Table 5 shows the results of the 
stacking algorithm proposed in this research.

Results suggest that the proposed stacking model has improved accuracy which is better than the ML and 
DL models used in this study. With an accuracy of 90%, other performance metrics are also better indicating its 
capacity to predict sentiments of Urdu text with higher accuracy.

Dataset 2: Urdu tweets
As was previously mentioned, sentiment categorization has also been applied to the Urdu Twitter dataset. The 
Urdu tweets dataset is preprocessed before ML and DL models are deployed to conduct various experiments 
on it. Next, feature extraction is performed on the processed data and several models are used for training and 
testing. The outcomes of tweets in Urdu are not good. The dataset may not be as good as those from Dataset 1 
because of its limited size.

Feature extraction Precision Accuracy F1 Score Recall

TF-IDF 84.44 90 86.01 87.64

Table 5.  Results of proposed ensemble model.

 

Model

Accuracy Loss

Validation(%) Test (%) Validation (%) Test (%)

RNN 68.59 67.41 57.25 57.21

LSTM 83.29 83.29 56.81 56.80

BiLSTM 82.22 82.22 90.50 90.50

CNN 59.00 58.99 82.56 82.56

Table 4.  Results of deep learning models.

 

Measure MNB (%) BNB (%) SVM (%) DT(%) RF(%) LR(%)

Accuracy 85.00 84.00 70.00 77.00 83.16 85.00

Precision 83.00 79.00 84.00 67.00 80.00 85.00

Recall 82.00 82.00 86.00 71.00 84.00 81.00

F1 score 83.00 81.00 84.00 70.00 83.00 83.00

Negative Recall 80.00 81.00 70.00 60.00 83.00 80.00

Table 3.  Results of Ml models using CountVectorizer on the IMDB movie reviews dataset.
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Machine learning models results using TF-IDF
Similar to Dataset 1, MNB, BNB, SVM, DT, RF, and LR classifiers are applied to perform sentiment analysis on the 
Urdu text dataset. Before using ML and DL models, the data is preprocessed and TF-IDF and CountVectorize are 
used for feature extraction. Important details of the document’s sentiment are captured by the TF-IDF features. 
Table 6 shows TF-IDF results using ML models based on the Urdu tweets dataset.

According to the results, SVM and MNB perform better than other algorithms in terms of accuracy by 
obtaining 61.0% and 59.0% accuracy, respectively. Results suggest poor performance of models with the Urdu 
tweet dataset. It is so as the size of the dataset is smaller and models can not get a good fit leading to a poor 
performance. Besides the 61.0% accuracy by the SVM model, other models show an accuracy below 60% which 
is below par.

Machine learning models results using count vectorizer
The CountVectorizor presents the features based on word occurrences in a sentence. Table 7 shows results with 
CountVectorizor using Dataset 2. The best results are gained by the MNB model with an accuracy of 57.99%. 
The BNB model and LR models gain 56.99% accuracy each showing poor performance. It is noted that the 
performance of models using CountVectorizer is poor with Dataset 2.

Deep learning models results on Urdu tweet dataset
Models for deep learning have shown comparatively better results for the Urdu tweet dataset. In this series 
of tests, DL algorithms are used to do sentiment analysis on the Urdu tweets dataset. Binary cross-entropy 
loss and the Adam optimizer were used to train the model. The results given in Table 8 indicate that BiLSTM 
gives better results among all models with a 65% validation accuracy which is better than 63% by the LSTM 
model. The comparison shows that LSTM and Bi-LSTM give better accuracy compared to several deep learning 
models. RNN model shows the worst performance with only 46% classification accuracy for positive, negative, 
and neutral sentiments.

Results of proposed ensemble RRLS
The results of the proposed ensemble model are provided in Table 9. The results suggest that the proposed 
model outperforms other models, even on a smaller dataset where both the machine learning (ML) and deep 
learning (DL) models show poor performance. With an accuracy of 73.0%, the proposed model demonstrates its 
ability to work effectively with smaller datasets, such as Urdu tweets, and provides better accuracy for sentiment 
classification. Feature extraction for the models is performed using the TF-IDF technique, which helps in 

DL Models

Accuracy Loss

Validation (%) Test (%) Validation (%) Test (%)

RNN 46.00 67.41 57.25 81.00

LSTM 63.00 56.00 68.00 49.00

BiLSTM 65.00 80.00 68.00 70.00

CNN 57.00 58.99 68.00 78.00

Table 8.  Deep learning results using Urdu tweet dataset.

 

Measure MNB(%) BNB(%) SVM(%) DT(%) RF(%) LR(%)

Classification accuracy 57.99 56.99 52.00 53.0 55.00 56.99

Precision 51.16 46.51 45.45 44.73 36.61 50.00

Recall 57.16 51.00 58.13 39.63 30.23 53.48

F1 score 53.99 48.65 51.02 41.97 33.01 51.15

Negative Recall 63.15 60.00 47.36 63.15 73.64 59.64

Table 7.  Results of Ml models on the Urdu Tweet dataset using the CountVectorizer.

 

Measure MNB(%) BNB(%) SVM(%) DT(%) RF(%) LR(%)

Classification accuracy 59.00 56.99 61.00 50.00 56.00 57.09

Precision 53.12 50.00 60.00 40.00 48.00 51.00

Recall 39.53 46.51 27.00 34.01 30.23 32.00

F1 score 45.33 48.91 38.00 37.05 37.23 40.00

Negative Recall 73.64 64.91 85.06 61.04 75.00 77.01

Table 6.  Results of ML models for the Urdu Tweet dataset with TF-IDF.
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capturing the importance of terms in the dataset by assigning higher weights to distinctive terms and reducing 
the impact of commonly occurring words.

Dataset 3: Urdu news
The news reports in this dataset have labels indicating their source or legitimacy. Following a news headline or 
excerpt, every dataset entry is classified as either “real” or “fake.” The news clips cover a broad range of topics 
related to events in Pakistan, including local issues, crime reports, and court cases. The Urdu-language dataset 
contains reviews that are either authentic or fraudulent. This dataset is used to test the model’s output using the 
suggested methods. Evaluation metrics including accuracy, F1, recall, and confidence intervals were also used 
and their obtained results are given in Table 10.

Dataset 3: confidence interval
The confidence intervals for the model’s evaluation measures demonstrate how consistently the model performs. 
The accuracy of the model is constantly around 91.8% across samples, according to the accuracy it varies between 
[0.9094, 0.9283]. Likewise, the precision ranges from [0.9142, 0.9324], indicating that the model consistently 
attains a precision of roughly 92.4%, while successfully avoiding false positives. The model consistently catches 
around 91.8% of all relevant instances, reducing false negatives, according to the recall which is [0.9038, 
0.9244]. Lastly, with an F1 score that is consistently around 91.8%, the F1 score confidence interval of [0.9075, 
0.9257] shows a stable and balanced performance between precision and recall. These accurate and constrained 
confidence ranges highlight the stability and dependability of the model.

Validation using external dataset
The dataset used for validation contains altogether more than 4,000 news articles, received as real and fake 
news. It helps in analyzing the authenticity of news content so that false information is detected more efficiently. 
The dataset is very suitable for the creation of models to differentiate real news from fake ones using machine 
learning techniques with high accuracy. This structure is highly relevant for developing reliable fact-checking 
systems and enhancing the credibility of digital sources of news. Figure 11 shows the distribution of real and 
fake news in the dataset.

Experiments were carried out on this dataset for performance validation of the proposed approach. A 
detailed analysis of the model performance was conducted also applied cross-validation and key classification 
metrics were used to compute the results, as shown in Table 11. The model’s accuracy thus turns out to be 0.9229 
± 0.0097, thereby implying a high rate of correctness in predictions. Also, this precision is 0.9246 ± 0.0085, 
bearing witness to the model being correct most of the time when it predicts cases of a given positive class. The 
recall is 0.9229 ± 0.0097, which is indicative of a high consistency in identifying relevant instances from those 
available. Finally, the F1 score is 0.9221 ± 0.0101, indicating a reasonable compromise between precision and 
recall. These results indicate that the model is well-optimized as well as reliable to carry out time-consuming 
classification tasks.

Results on the news dataset using BERT, XLM-RoBERTa and RoBERTa
Further experiments were carried out using state-of-the-art models including BERT, XLM-RoBERTa, and 
RoBERTa models on the News dataset as well as, the dataset. Table 12 shows k-fold results for the BERT model. 
The BERT model shows an average accuracy score of 0.7764, while precision, recall, and F1 scores are 0.7352, 
0.7038, and 0.7139 using five folds. These results are poorer compared to the proposed approach.

Table 13 provides results for the XML-RoBERTa model using the Urdu News dataset indicating an average 
accuracy score of 0.8865 with five folds while the precision, recall, and F1 scores are 0.8436, 0.9093, and 0.8738. 
Again the results using the XML-RoBERTa are inferior to the proposed approach.

Experimental results for the RoBERTa model are given in Table 14. RoBERTa performs better than the BERT 
model with a 0.8382 accuracy score compared to BERT’s 0.7764 accuracy score. Similarly, scores for precision, 
F1 score, and recall are better than the BERT model. However, contrarily, the model has inferior performance 
when compared to results from the XML-RoBERTa model which obtained a 0.8865 accuracy score, much better 
than the 0.8382 accuracy from the RoBERTa model.

Feature extraction Precision Accuracy F1 Score Recall

TF-IDF 91.31 90.73 90.60 90.73

Table 10.  Results of proposed ensemble model with Urdu News dataset.

 

Feature extraction Precision Accuracy F1 Score Recall

TF-IDF 77.71 73.0 73.45 69.64

Table 9.  Results of proposed ensemble model with Urdu tweet dataset.
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K Fold Accuracy Precision Recall F1 score

1 0.9012 0.9230 0.8627 0.8919

1 0.8951 0.8500 0.9153 0.8815

1 0.8865 0.8264 0.9285 0.8746

1 0.8682 0.7842 0.9439 0.8571

1 0.8816 0.8343 0.8960 0.8641

Average 0.8865 0.8436 0.9093 0.8738

Table 13.  K-fold results using XML-RoBERTa model on the News dataset.

 

K Fold Accuracy Precision Recall F1 score

1 0.7804 0.8205 0.6309 0.7133

2 0.7597 0.7189 0.6214 0.6666

3 0.7912 0.7399 0.7331 0.7365

4 0.7716 0.6690 0.8541 0.7503

5 0.7789 0.7278 0.6793 0.7027

Average 0.7764 0.7352 0.7038 0.7139

Table 12.  K-fold results using BERT model on the News dataset.

 

Metric Mean ± Standard Deviation

Accuracy 0.9229 ± 0.0097

Precision 0.9246 ± 0.0085

Recall 0.9229 ± 0.0097

F1 score 0.9221 ± 0.0101

Table 11.  Proposed model’s validation on the external dataset.

 

Fig. 11.  Distribution of news in the dataset.
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Results of proposed approach using SMOTE
The SMOTE approach is applied to investigate the performance of the proposed approach. For this purpose, the 
data is first split into subsets for training and testing. Applying SMOTE on training and testing subsets might 
lead to similar samples (generated samples) in test subsets as well leading to untrue high accuracy. Therefore, 
the SMOTE is only applied to the training subset to avoid data leakage. Table 15 provides results on the SMOTE 
applied data.

The given results indicate that the application of the SMOTE approach to balance the class samples has 
a positive impact on the model and better performance can be obtained. To highlight the improvement in 
the model’s performance, Table 16 gives results before and after the SMOTE is applied. Improvements in the 
proposed approach’s accuracy and F1 score can be observed in the given results.

Comparative analysis of the results
Several experiments were conducted using various ML and DL models to evaluate and compare their 
performance. The results are summarized in Table 17, which presents the best values for key metrics such as 
accuracy, precision, negative recall, and others. The evaluation was performed on the dataset, including the 
IMDB dataset, which contains 50,000 Urdu reviews. This dataset was selected due to its extensive size and 
relevance to the problem domain, providing a comprehensive benchmark for sentiment analysis tasks.

Among the machine learning models, the SVM demonstrated the highest performance, achieving superior 
results across most evaluation metrics. In the case of deep learning models, the bidirectional long short-term 
memory (BiLSTM) network outperformed other DL approaches, delivering the best results in terms of the 
specified metrics. However, when compared to both machine learning and deep learning models, the proposed 
RRLS ensemble model achieved the overall best performance, surpassing SVM and BiLSTM in accuracy, 
precision, and other relevant measures.

Performance comparison of the proposed approach with existing approaches is provided in Table 18. The 
results in Table 18 are given for the IMDB movie Urdu reviews to make a fair comparison. Results indicate a 
superior performance of the proposed RRLS model for Urdu text with 90% accuracy.

Measure ML algorithms accuracy DL algorithms accuracy Proposed model

Accuracy SVM=87.59 Bi-LSTM=85.00 RRLS=92.77

F1 score SVM=84.42 Bi-LSTM=84.00 RRLS=87.00

Precision SVM=85.00 Bi-LSTM=85.00 RRLS=86.00

Recall SVM=86.00 Bi-LSTM=84.00 RRLS=88.00

Negative Recall SVM=88.00 Bi-LSTM=83.00 RRLS=87.00

Table 17.  Comparative analysis of the results.

 

Accuracy Precision Recall F1 score

Before SMOTE 0.9073 0.9131 0.9073 0.9060

After SMOTE 0.9277 0.9287 0.9278 0.9272

Table 16.  Results comparison before and after applying the SMOTE approach.

 

Accuracy Precision Recall F1 score

0.9277±0.0031 0.9287±0.0030 0.9278±0.0031 0.9272±0.0032

Table 15.  Results using the SMOTE-applied data from the Urdu News dataset.

 

K Fold Accuracy Precision Recall F1 score

1 0.8512 0.8319 0.8225 0.8272

2 0.8341 0.9372 0.6120 0.7405

3 0.8559 0.8796 0.7393 0.8033

4 0.8510 0.8328 0.7872 0.8094

5 0.7985 0.9870 0.4825 0.6482

Average 0.8382 0.8937 0.6887 0.7657

Table 14.  K-fold results using the RoBERTa model on the News dataset.
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Results of statistical T-test
To analyze the statistical significance of the results obtained using the proposed approach, in comparison to 
other models, a T-test is also carried out using the following null (H0) and alternate hypothesis (Ha).

•	 H0: No significant difference between the performance of the proposed approach and other models.
•	 Ha: There is a significant difference between the performance of the proposed approach and other models.

Results of the T-test indicate a t-statistic value of 17.6286 with a p-value of 6.0815e-05 indicating a statistically 
significant difference in the performance at p < 0.05.

Limitations and future work
This study proposed an ensemble model capable of providing better results in comparison to existing approaches. 
Despite its superior performance, it does have certain limitations. The ensemble model is computationally 
complex which makes it resource-intensive. Its performance also relies on the size and quality of the training 
datasets. In addition, the current study focuses on the Urdu text, and the proposed model may have trouble 
generalizing to other languages. Similarly, it may not generalize well on data from other domains because it 
functions as a “black box,” making it hard to understand how it makes decisions.

By improving the RRLS model’s computing performance using strategies like lightweight structures or 
model compression, future research could overcome these constraints. The dataset’s scalability and robustness 
may be enhanced by adding larger, more varied, and multilingual data. With little retraining, transfer learning 
and domain adaptation techniques may improve the model’s capacity to adapt to new activities or languages. 
Enhancing the model’s interpretability would also contribute to the development of confidence in its forecasts 
using explainable artificial intelligence. Promising avenues for future research include assessing the model’s 
resilience to noisy or insufficient data and investigating its use in real-time applications, including social media 
monitoring systems or chatbots that are sensitive to sentiment.

Conclusion
This study investigates sentiment analysis for Urdu text, a language that has been under-explored in this domain. 
To enhance performance, a stacked ensemble model referred to as the RRLS model was designed by combining 
machine learning and deep learning models as base and meta-learners, respectively. The experimental setup 
involved gathering datasets of Urdu tweets and Urdu movie reviews. A comprehensive preprocessing pipeline 
was implemented to ensure effective handling of Urdu text, including steps such as stopwords removal, extra 
spaces removal, lemmatization, and tokenization. For feature extraction, TF-IDF and Count Vectorizer were 
employed in the machine learning models. The experimental results demonstrated that the proposed RRLS 
model achieved superior sentiment classification performance for positive, negative, and neutral sentiments, 
with an accuracy of 90%. This outperformed existing machine learning and deep learning models for Urdu 
language sentiment analysis, showcasing the model’s effectiveness.

Data availability
The datasets used in this study are available at the following links: IMDB Movies Urdu Reviews: ​h​t​t​p​s​:​​/​/​w​w​w​.​​k​a​
g​g​l​e​​.​c​o​m​/​d​​a​t​a​s​e​​t​s​/​a​k​k​​e​f​a​/​i​m​​d​b​-​d​a​t​​a​s​e​t​-​​o​f​-​5​0​k​​-​m​o​v​i​e​​-​t​r​a​n​s​​l​a​t​e​d​-​u​r​d​u​-​r​e​v​i​e​w​s. Urdu News Dataset: ​h​t​t​p​s​:​​/​/​w​w​
w​.​​k​a​g​g​l​e​​.​c​o​m​/​d​​a​t​a​s​e​​t​s​/​s​a​u​​r​a​b​h​s​h​​a​h​a​n​e​/​​u​r​d​u​-​n​e​w​s​-​d​a​t​a​s​e​t. Urdu Tweets Dataset: ​h​t​t​p​s​:​​/​/​g​i​t​h​​u​b​.​c​o​m​​/​M​u​h​a​m​​m​
a​d​Y​a​​s​e​e​n​K​h​​a​n​/​U​r​d​​u​-​S​e​n​t​​i​m​e​n​t​-​C​o​r​p​u​s.

Ref. Year Proposed methods Accuracy Results

Dewani et al.38 2023 BOW model with cross-validation, GridSearchCV, and TF-IDF 
weighting.

SVM (83.00%), XGBoost (79.00%), 
RF(82.00%), NB(75.00%) 79.00%, 83.00%

Malik et al.39 2023 ML algorithms (RF, DT, SVM, MNB, GNB) RF (82.00%) CV (75.00%) 82.00%, 75.00%

Jahanbin and Zare 
Chahooki40 2023 Bi-GRU neural network with RoBERTa pre-trained neural network. SemEval 2014, 2015, and 2016 datasets. 88.00%

Mukhtar and Khan41 2018 SVM,DT,KNN ensemble SVM,DT,KNN achieve 50.00% 50.00%

Naqvi et al.36 2021 LSTM, BiLSTM-ATT, and C-LSTM. 77.90%,72.70% 77.90%

Safder et al.42 2021 LSTM, RCNN, N-gram, SVM, CNN. RCNN 84.98% ,68.56% accuracy for ternary 
classification 84.98%, 68.56%

Sehar et al.15 2023 LSTM, CNN, SVM, LR, and MLP, DNN 80.56 combine model 88.00% 88.00%

Nasim and Ghani43 2020 Markov 69%, Lexicon-based approach 42.00%, Machine learning 
66.00% 69.00% 42.00% 66.00%

Kumhar et al.44 2020 Naive Bayes, Machine learning,LSTM 84.00% 84.00%

Tabassum et al.45 2021 LSTM+RNN 87.00% on Urdu text, 92.00% on English 87.00%

Proposed 2025 RRLS (RF, RNN, LR, SVM) 92.77% 92.77%

Table 18.  Comparison with approaches from existing literature.
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Code availability
The code used in this study is available at the following link. ​h​t​t​p​s​:​​/​/​g​i​t​h​​u​b​.​c​o​m​​/​M​o​b​e​e​​n​S​h​a​h​​r​o​z​/​E​n​​s​e​m​b​l​e​​d​-​R​
R​L​S​​-​b​a​s​e​​d​-​I​d​e​n​​t​i​f​i​c​a​​t​i​o​n​-​o​​f​-​S​e​n​t​i​m​e​n​t​s​-​f​r​o​m​-​I​M​D​B​-​R​e​v​i​e​w​s.
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