
Efficient CNN architecture with 
image sensing and algorithmic 
channeling for dataset 
harmonization
Khadija Kanwal1,2, Khawaja Tehseen Ahmad3, Aiza Shabir2, Li Jing1, Helena Garay4,5,6,  
Luis Eduardo Prado Gonzalez4,7,8, Hanen Karamti9 & Imran Ashraf10

The process of image formulation uses semantic analysis to extract influential vectors from image 
components. The proposed approach integrates DenseNet with ResNet-50, VGG-19, and GoogLeNet 
using an innovative bonding process that establishes algorithmic channeling between these models. 
The goal targets compact efficient image feature vectors that process data in parallel regardless of 
input color or grayscale consistency and work across different datasets and semantic categories. Image 
patching techniques with corner straddling and isolated responses help detect peaks and junctions 
while addressing anisotropic noise through curvature-based computations and auto-correlation 
calculations. An integrated channeled algorithm processes the refined features by uniting local-global 
features with primitive-parameterized features and regioned feature vectors. Using K-nearest neighbor 
indexing methods analyze and retrieve images from the harmonized signature collection effectively. 
Extensive experimentation is performed on the state-of-the-art datasets including Caltech-101, 
Cifar-10, Caltech-256, Cifar-100, Corel-10000, 17-Flowers, COIL-100, FTVL Tropical Fruits, Corel-1000, 
and Zubud. This contribution finally endorses its standing at the peak of deep and complex image 
sensing analysis. A state-of-the-art deep image sensing analysis method delivers optimal channeling 
accuracy together with robust dataset harmonization performance.

Keywords  Features fusion, Composite structure, Architectural bonding, Algorithmic channelizing, Deep 
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Digital image processing is an emerging field of computer vision1. Computer vision is being applied to 
examine, understand, and automatically extract valuable information from images. Most of the research being 
done in this field focuses on vehicle navigation2, video encoding and robots3, image retrieval4, tracking video 
object recognition5, video shot retrieval6, face detection7, texture classification8, objects categorization9, face 
recognition3 and image registration10. Various stages are involved in image processing and feature extraction at 
the primary stage is used to extract the local and global features of an image. Local features and global features 
are the main categories of visual features11. Local features of an image refer to region, spatial, and interest points12 
while global features are spatial layouts, colors, shapes, and textures13. The major issue with global features is that 
these are not used for semantic gap reduction. Therefore, global features are unable to represent the complete 
features of the image. Due to this fact, the global features are not appropriate for partial correspondence of 
images from the retrieval scheme. On the other hand, local features are very helpful in reducing the semantic 
gap. To extract features, interest point detectors are applied that characterize the local features of the image to 
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overcome the problem of global features. Harris14, Hessian15, scale-invariant16, and affine invariant17 are mostly 
used methods for interest point detection. Local and global features of an image are combined to give maximal 
image contents18 for object recognition. Content-based image retrieval (CBIR) applies the primitive signatures 
technique to compute spatial coordinates, edges, shapes, and textures with color channeling for translating the 
interest points at various interest regions.

Innovative image processing has been emerging as a basic requirement for image retrieval and classification 
accurately. CBIR scheme is applied for object detection and feature extraction at various levels of application 
development19. Objects, shapes, textures, and color features20,21 are used to perform CBIR. Several methods have 
been introduced for image feature extraction based on their contents, textual aspects, and semantic attributes. 
It is a big challenge in modern research to retrieve relevant images with high precision using deep learning that 
mostly lacks symmetry for feature description and feature extraction. Convolutional neural networks (CNN) 
are used for large-scale datasets22 that make them suitable for computer vision. Image feature extraction and 
representation play an important role in image analysis22. Deep learning is used for feature description and 
learning23.

Modern CNN image retrieval and organization strategies are being used due to high performance to cope 
with many tasks. Furthermore, it is required to fill the gap in image descriptions that are based on human 
perceptions and features. Semantic gaps are considered human perceptions. CNN works for the extraction 
of deep features, semantic gap is decreased between low-level features as well as human observation4. 
Fundamentally, deep learning models are used to generate image features, induce convolution and pooling, 
and introduce new descriptors for features that are analogous at several stages. AlexNet24, VGG25, ResNet26, 
DenseNet27 and GooLeNet28 are reported with competitive results using their structural strength. The model 
among pool options is the GoogLeNet model which has a special inception module to reduce computational 
complexity and minimize memory requirements. However, it is not obvious to achieve improved performance 
using CNN all the time. To overcome this issue, researchers introduced an efficient feature fusion method with a 
combination of features at the lower level by GoogLeNet fully connected features (GLFCF) and dot-diffuse block 
truncation coding (DDBTC) at the higher level. Furthermore, a vector of locally aggregated descriptors (VLAD) 
is employed for the excessive features reduction dimension29. The resNet model uses an additional hundred 
convolution layers. ResNet requires an enormous volume of computational time for training and classification 
steps. It is a big challenge to classify these systems in real-time applications26. To deal with this issue, the graphics 
processing units (GPUs) are used to improve processing time for classification and training30.

The ResNet architecture presented an idea for connecting early layers to the later layers, which is called 
identity mapping. Currently, DenseNet pushed this technique to a great extent by creating connections among 
all sets of layers in the dense block. DenseNet architecture can be classified as a general form of the ResNet 
architecture because DenseNet creates more identity mappings between layers. ResNet model identity mappings 
add identity mapping features from the early layer to the recent layer for information preservation and gradient, 
while the DenseNet model combines the knowledge from all ancestor layers to concatenate them using a new 
feature. This is achieved by increasing the filter size of the convolutional layers when the layer goes deeper27. 
CNN is the most widely used deep-based learning model to encourage natural graphic perceptions for living 
beings. CNN architectures are utilized at higher-level abstractions with further deep learning architectures to 
syndicate several non-linear transformations. Better performance has been achieved by CNN to solve various 
problems for domains such as natural language processing31,32, speech recognition33, and object recognition34. 
The CNN architectures are offered to improve the workflow of image retrieval31,34,35. Moreover, deep learning-
based feature extraction procedures provide useful offerings in multimedia content processing. CNN features 
efficiently attained the performing tasks in the field of computer vision and image retrieval methods36. This is 
done by a comparison of local features with CNN features that contain scale-invariant feature transform (SIFT) 
constant manners under different image revolutions. So, it is considered a phenomenon visible at deep learning 
features combining level with descriptors for primitive level. CNN model is considered a tensor that inputs an 
array of multi-dimensions, and the result is collected at a high-level aspect object structure. The probability 
function is applied as input data for proper regression and classification. It is highlighted how CNN can optimize 
feature extraction by simultaneously categorizing it into a single task such as a learning block in the training 
phase for CNN eliminating the requirement of feature extraction37.

Modern CNN classification methods experience substantial difficulties when attempting to generate unified 
and optimized feature vectors that function across diverse datasets exhibiting different semantic contexts and 
structures. The processing capability of various existing methods remains limited for both color and grayscale 
data which leads to inadequate performance when handling datasets with diverse characteristic features. The 
majority of existing solutions work with single CNN architectures while lacking integration methods to harness 
the combined assets of multiple models. The absence of cohesive integration between frameworks reduces the 
potential to extract complete image features from input data. CNNs show restricted effectiveness when processing 
anisotropic noise while struggling to detect important fine details including peaks, ridges, and junctions needed 
for precise image analysis. The existing processing methods lack effective mechanisms for detecting and 
processing these image features reliably. Pattern recognition using CNN models shows weakness in adaptable 
learning across semantic challenges within different structured datasets causing performance deterioration 
in new evaluation sets. Our research established a new framework by structuring DenseNet with ResNet-50, 
VGG-19, and GoogLeNet through architectural binding and algorithmic routing technology. Features maintain 
consistency across different datasets through this approach together with corner straddling methods that resolve 
anisotropic noise and extract fine-grained features via curvature-based calculations. The proposed framework 
offers exceptional performance while maintaining generalization ability across diverse benchmark datasets by 
solving existing gaps.
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This novel research is an application of the local features that are collected and strengthened by DenseNet, 
VGG-19, ResNet-50, and GoogLeNet models with presented algorithms for image feature extraction. The 
presented model introduces a novel approach that incorporates straddling, autocorrelation, factoring, 
thresholding, junctioning, regioning corner response, signature influencing, dataset harmonizing, image 
indexing, and deep sense image classification combined to create detail for deep improved image contents. Deep 
learned features are the footprints of effectively combined signature influencing connected with architectural 
algorithmic elaborations and the algorithmic channeling with appropriate coefficient contributions and parallel 
joints of color displacements. This proposed model aims to obtain compact and efficient image feature vectors 
to deeply learn the images parallel at colored and grey integrations along with CNN signatures, with channeled 
algorithm integrations to have uniformity at diverse datasets and semantic groups. In particular, we focus on the 
following objectives.

•	 Proposed Approach: We expanded on the choice to integrate multiple CNN architectures DenseNet, 
ResNet-50, VGG-19, and GoogLeNet to leverage their complementary strengths in feature extraction, which 
enhances the model’s versatility and performance on complex image datasets.

•	 Multi-Channel Processing: The use of both color and grayscale channels allows the model to capture both 
texture and structure, improving accuracy in datasets like Caltech-101 and 17-Flowers, where color and tex-
ture are important for classification.

•	 Addressing Feature Fusion Gaps: We introduced the fusion of local-global vectors and region features to 
improve the model’s ability to handle diverse datasets, offering a more balanced and robust feature representa-
tion compared to traditional single-feature extraction methods.

•	 Noise Handling: We strengthened the rationale behind handling anisotropic noise by using auto-correlation 
to generate curvature-peaked, ridge, and peaked responses, which improves robustness to noise, particularly 
in datasets like COIL-100 and Corel-1000.

•	 Channeled Algorithm Integration: The channeled algorithm fusion enhances feature representation and 
retrieval accuracy by enabling more effective communication between different architectures, improving per-
formance across diverse datasets.We obtained results by encapsulating the image patching with straddling at 
the corner and isolated responses, which resulted in anisotropic noises with the observation autocorrelation 
for shape parameters to be output in curvature peaked, ridge, and peaked responses to be further comput-
ed for factoring, thresholding, junctioning, and regioning. The parallel response is also obtained from the 
merged proposed channeled algorithm with DenseNet, ResNet-50, VGG-19, and GoogLeNet incorporated 
with spatial heads generated from displaced color channels to form architectural bonding. The image channe-
ling is achieved on Color channels that are applied to combine the color coefficients and L1 and L2 normali-
zation is used at these RGB color channels, and incorporated with formed signatures to show the compacted 
massive feature vectors. These robust deep features are induced to detect complex, cluttered, textural, spatial, 
mimicked, overlay, tiny and large images. These feature vectors are treated as input to BoW architecture 
for efficient image classification and image retrieval. This proposed philosophy is experimented on standard 
benchmarks including Caltech-101, Cifar-10, Corel-10000, Cifar-100, Caltech-256, 17-Flowers, COIL-100, 
FTVL Tropical Fruits, Corel-1000, and Zubud, and reported significant results.

The contents of this article are arranged as follows. "Related work" Section provides concise existing research 
work about CBIR and convolution neural networks (CNNs) with deep learning. The presented methodology with 
algorithms is explained in "Methodology" section. "Experimentation" section elaborates on the experimentation, 
also results with tables and graphs, and comparisons with existing designed research approaches. In "Conclusion" 
section, the main findings and contributions of the proposed methods are summarized with a discussion of 
future work.

Related work
Modern research contributions based on CNN focus on dense prediction problems namely image generation, 
semantic segmentation, and style transfer. The residual network significantly increased image classification 
accuracy and has been extensively used. CNN models have improved progress and provided solutions to many 
problems related to the field of computer vision. Harris and Laplacian based surrounded combined support 
vector machine (SVM) based feedback method is introduced with several techniques and algorithms proposed 
to match the image contents with accurateness38. The corner detection descriptors are used for corner extraction 
from images wherever the density ratio is applied to obtain prominent regions for image distinguishing parts. 
The shape retrieval from images with color channeling information is combined to identify different important 
regions. The Harris corner detector is also used with the bi-directional decomposition technique for CBIR39 and 
the Harris corner detector is applied to detect corners, and the bi-dimensional empirical mode decomposition 
(BEMD) method is used to extract the edges40. For this, extracted features are joined to achieve image retrieval 
by using datasets with these two methods. An image recognition-based method is proposed with a speeded-up 
robust features (SURF) descriptor. The SURF is an interest point detector and descriptor of images as presented 
in41,42. SURF detector is applied to extract requisite images and matching feature points from the image. Multiple 
instances learning SVM and feature extraction using a SURF detector are presented for the image retrieval and 
classification in42. Using Fisher vectors (FV) a technique is proposed in43 to extend bag-of-visual words (BOVW) 
that is based on intermediate image depiction applied for image classification. Another method proposed in44, is 
an image retrieval system based on contents and transfer learning from a CNN trained on wide image datasets.

The shape, color, spatial coordinates, edges, and texture are considered low-level attributes of the image. 
Feature merging is a very useful approach that is used in CBIR to improve performance. The fusion of color 
and texture features have been presented in45 to extract the local features as feature vectors. Moreover, in46, 
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a technique is proposed that is based on three main steps: feature extraction, performance evaluation, and 
equality for similarities. For color feature extraction, color moments (CM) are used; and discrete wavelet and 
Gabor wavelet transform techniques are applied to extract texture features. Furthermore, a descriptor is used to 
increase the effect of feature vector presentation also identified as color and edge directivity descriptor (CEDD). 
A useful innovation is reported in47, which provides a transformative recovery technique (CBIR-GAF) based 
on the combination of four global descriptors. Special image retrieval problems are reported in45 for specifically 
designed domains using CBIR. To overcome image retrieval and classification problems, a method is introduced 
based on various techniques such as retention for CNN. In this approach, image feature extraction is performed 
with fully linked layers after retaining of proposed CNN model functioned as feature vectors for each image. 
To compute the distance between the query image and feature vector to nearest neighbors most same image 
from the repository, Euclidean distance (ED) is applied48. Many researchers reported semantic gap problems 
between low-level image features and human attention. To overcome the semantic gap, another useful technique 
is introduced in49 with the combination of CNN and sparse representation. Experiments are conducted on 
MPEG7, Corel, and ALOT datasets for image retrieval.

CNN is focused on removing image credits at the final layer by applying solitary CNN design commonly 
through less quantization methods which bounds the utilization of central convolutional layers to recognize the 
image neighborhood measures. An architecture is applied with deep CNNs that are effectively pre-trained on 
a great basic image database to improve the performance of CBIR. To reduce the image features, a capable bi-
linear root pooling technique is suggested which is useful for low-level dimension pooling layers to dense due 
to excessive discriminative descriptors of the image. A novel image interpretation technique is proposed with 
machine learning and deep learning algorithms. This approach has provided better precision with a combination 
of AlexNet CNN, local binary pattern (LBP) descriptors, and histogram of oriented gradients (HOG). Transfer 
learning is explained in50 which is used in several fields of science; remote sensing convolution is capable of 
applying to the natural image that is organized by CNN. A spatial division network is introduced to recognize 
bounding boxes only with delicate observation. A principal component analysis (PCA) technique is used for 
image classification with deep belief networks (DBN) in51. A supervised hashing-based novel approach is 
presented for image retrieval that filters the banks using block histogram and performs pooling with binary 
hashing and indexing of image representation with CNN52.

CNNs have been explored by several advanced methods to attain improved performance for different 
applications. CNN approaches are proficient tools to attain improved performance in image indexing and 
retrieval. In recent times, tendencies have focused on comprehending deep neural networks (DNN) improved 
performance at numerous convolutional levels. CNN multiple layers extract different features with the local 
approachable fields by replicating cells in sub-sampling and visual cortex layers. Furthermore, the layer for sub-
sampling filters response to attain scarcity invariances in complex cells functions for the visual cortex. A different 
technique is proposed to determine the slight changes in results of image indexing25. Moreover, networks could 
be extended to add novel layers and apply novel algorithms for computer vision53. In54, a features extraction 
technique is presented for image retrieval and classification using CNN. A deep learning-based effective 
approach is presented to extract image features using ResNet-50. This method is applied on seven stages namely 
sampling to find symmetry, FAST score-based suppression, different scaling levels, space-based sampling, 
feature reduction, smoothing, and filtering in55.

In56, an approach is presented with the fusion of GoogLeNet, ResNet, and VGG models using an 
interconnection. SVM and random forest-presented algorithms are used for image retrieval and classification. 
Experiments are conducted to improve performance for the Standford 40 actions. The presented VGG-19 deep 
neural network-based DR model is the outstanding AlexNet architecture and introduces SIFT for computational 
time and sorting precision. For this, the stemming method for image labeling57, AlexNet, and GoogLeNet are 
used to detect the objects and recognition on the ImageNet dataset using DNN. Moreover, GoogLeNet, ResNet, 
VGG and AlexNet models are useful to recognize scenes of places365 dataset. The HOG method is applied 
to detect the number of persons. A model is proposed for the distinctions and its performance is compared 
with the newest CNN variants including GoogLeNet, ResNet, VGGNet and AlexNet on the BelgiumTS dataset 
in34. Another approach is introduced to enhance the processing speed and results recognized objects between 
CNN58. Feature selection is achieved through principal component analysis and SVD by FC layers that confirm 
the accuracy level for image classification. This method is combined with GoogLeNet, ResNet-50, and VGG-19 
with a maximum response based on convolutional Laplacian scale object and Eigenvalues with color channels 
to retrieve the images efficiently59. This technique supports the scaled object features that are normalized with 
BoW of fast image retrieval and classification.

The study60 investigates perception-guided U-shaped transformer networks built to provide 360-degree 
no-reference image quality assessments. The detection method demonstrates that perception-based learning 
methods provide essential value because they support the ongoing effort to advance image quality analysis 
technology. Similarly,61 demonstrates a new transformer-based system that detects and tracks image defects 
within infrastructure maintenance settings. The approach of using transformer architecture to detect defects 
shares essential principles with the proposed image evaluation method through the integration of deep learning 
networks and channeled algorithms to extract and refine image features.

The research62 explores techniques for boosting image quality in dim lighting as a solution to typical 
imaging sensor issues. The goal is to enhance images through algorithmic manipulations for feature refinement 
requires framework robustness across various imaging conditions and aligns with this study’s objectives. The 
study63 presents an innovative iterative process to combine self-organizing matrix entanglements for remote 
sensing image classification. This work utilizes the combination of DenseNet and ResNet-50 as neural network 
architectures but concentrates on implementing these advanced classification techniques to analyze image data.
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Along the same lines,64 focuses on implementing state-of-the-art classifier methods for analyzing image data. 
The study investigates resource-efficient image-sensing techniques by using binary optical computing methods. 
Deep learning demand requires resource-efficient methodologies, which makes this insight more appropriate 
now than ever. Our system uses minimal-sized efficient image feature vectors to follow current computing 
standards, which demand reduced operations while delivering superior accuracy outcomes.

Two other studies including65 and66 reveal innovative image geometry adjustment techniques vital for 
improving image quality before analysis while echoing our work on elaborating consistent image data collections.

In the context of image fusion, FreqGAN presented in67, demonstrates a methodology to merge infrared 
and visible images through frequency domain-enabled generative adversarial networks (GANs). The research 
matches this direction, which uses diverse image data sources while applying network-based fusion practices 
to boost feature extraction capabilities. Likewise,68 demonstrates the potential of generative models to obtain 
significant features from complex image datasets while replicating our deep learning approach that emphasizes 
sophisticated feature extraction methods. In addition, studies outside the direct scope of image sensing, such 
as69 and70 expand the networked systems and communications field while highlighting the critical importance 
of machine learning adoption in modern communication technologies. The research shows that adaptive 
algorithms alongside diverse computational methods are essential components, which inspired the current 
framework development through algorithmic channeling.

Two academic publications,71 and72 reveal how real-time systems benefit from context-aware adaptive 
algorithms. The framework prioritizes semantic groups while demonstrating operational effectiveness 
throughout multiple imaging conditions, which range from mobile to real-time formats. Two studies explore 
system optimization within crowded spectrally challenged V2I communication networks as well as UAV-to-
ground UWB channels affected by built-up areas and airframe implementations. The requirement to optimize 
image sensing algorithms matches the need to achieve robust high-performance detection across multiple real-
world operational scenarios.

The presented approach is designed with the most suitable technique to classify and retrieve the images. 
This method presents a novel approach that incorporates straddling, autocorrelation, factoring, thresholding, 
junctioning, regioning corner response, signature influencing, dataset harmonizing, image indexing, and deep 
sense image classification combined to create detail for deep improved image contents. We obtained results 
by encapsulating the image patching with straddling at the corner and isolated responses, which resulted in 
anisotropic noises with the observation autocorrelation for shape parameters to be output in curvature peaked, 
ridge, and peaked responses to be further computed for factoring, thresholding, junctioning, and regioning. The 
image channeling is achieved on color channels that are applied to combine the color coefficients and L1 and 
L2 normalization is used at these RGB color channels, and incorporated with formed signatures to show the 
compacted massive feature vectors. This proposed philosophy is experimented on standard benchmarks namely 
Caltech-101, Cifar-10, Caltech-256, Corel-10000, 17-Flowers, Cifar-100, COIL-100, FTVL Tropical Fruits, 
Corel-1000 and Zubud, and provided astonishing results.

Methodology
This section provides the details of the proposed approach and its working mechanism. All sub-modules are 
described in detail. This study focused on the following aspects:

•	 Novel Integration Techniques and Modifications: The study uses novel image formulation and synthesis 
functions. Specifically, we focus on the integration of DenseNet, ResNet-50, VGG-19, and GoogLeNet using 
channeled algorithm integration with displaced color channels for enhanced image representation and re-
trieval performance.

•	 Supporting Results: To substantiate these optimizations, we have included a series of quantitative and qual-
itative results that demonstrate the improvement in performance.A detailed explanation of the channeled 
algorithm integration, color displacement, and signature harmonization processes is provided in the subse-
quent sections. We also emphasize how these modifications contribute to semantic uniformity and improved 
image retrieval.

Grey shaded images
In the first step, the colored query image is converted into a white and black image using the formula presented 
in Eq. (1)

	 Image = RGB2grey level� (1)

Equation (1) is used for the conversion of color images to gray-level images. The gray-scale image is used to 
reduce complex images such as shades, texture, contrast, edges, shadow, shapes, etc. with considering colors. 
Normally, the greyscale image is more important than its colored image due to one color processing. Another 
purpose of applying the conversion technique is that colors are arranged by humans, but query images are 
arranged with a more complex system. After applying conversion on colored images into greyscale images, 
feature vectors are created by using descriptor algorithms and process of interest points detector as illustrated 
in Fig. 1.
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Algorithmic channelizing
At this step, corner detector functions of Moravec’s are considered as a local window in an image and determine 
the normal changes of the image intensity which is the result of shifting the local window to a minor extent in 
different directions. The most important three conditions considered are

•	 If the window patch is almost constant in its intensity, then total shifts will outcome in simply a small change.
•	 If a window straddles an edge, then a shift alongside the edge will outcome in simply a minor change however 

a shift vertical to an edge will outcome in a big change.
•	 If the window image patch is an isolated or corner point, then total shifts will outcome in a big change. A 

corner could be detected using searching when the lowest change formed with shifts is big.Considering the 
above-mentioned three conditions, Eq. (2) is defined. Suppose W is denoted as the image intensities, the 
change C is formed with a shift (a, b) is defined as in8

Fig. 1.  Architecture of proposed model.
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Ca,b =

∑
i,j

ls,t|Wa+s,b+t − Ws,t|2� (2)

Here, l is specified for the image window. This is the unity in a definite rectangle region. The shifts (a, b) are 
supposed to include {(1, 0), (1, 1), (0, 1), (−1, 1)}. Therefore, the corner detector of Moravec’s can easily look 
for the local maxima in minimum{C} above a few thresholding values. Moravec’s corner detector performance 
is measured to test the image and performed comparison in various predefined algorithms. The Moravec’s 
operator has suffered from many issues; these issues are defined below with their proper corrective measures. 
Algorithmic channelizing is also described in Algorithm 1.

Algorithm 1.  Algorithmic channelizing.

Anisotropic responding
The responses are anisotropic due to a discrete set for shifts at each forty-five degrees measured, small shifts 
could be protected to perform an analytical expansion for shift origin8

	
Ca,b =

∑
h,g

ls,t[Wa+s,b+t − Ws,t] =
∑
h,g

ls,t[aA + bB + L(a2, b2)]2� (3)

In Eq. (3), the first gradients are approximated in8:

	
A = W ⊕ (−1, 0, 1) =θW

θa
� (4)

	
B = W ⊕ (−1, 0, 1)R =θW

θb
� (5)

Hereafter, C can be written as for the small shifts in8

	 C(a, b) = Xa2 + 2Zab + Y b2� (6)

where

X = A2 ⊕ l
Y = B2 ⊕ l
Z = (AB) ⊕ l

Noisy response generation
The response is noisy due to the window beginning rectangular and binary - usage of smooth rounded window, 
suppose a Gaussian8

	 ls,t = exp − (s2 + t2)/2ϕ2� (7)

Edges losing
The response of operators also ready for the edges due to a minimum of C takes into account again formulation 
of the corner measures to use the dissimilarity of C with direction for shift in8.
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	 C(a, b) = (a, b)N(a, b)R� (8)

Here 2×2 matrix N is defined as in8

	
N =

[
X Z
Z Y

]
� (9)

In Eq. (8), C is closely correlated to the function of local auto-correlation, using N relating its shape at the origin.

Suppose w and k are the eigenvalues of N. Here, w and k are proportionate to the main curvatures for the 
function of local auto-correlation and use of a rotational invariant definition of N8. Three conditions are required 
to consider 

	a)	� The local auto-correlation function is flat when both curvatures are small so that the image region is almost 
constant in intensity.

	b)	� The local autocorrelation function is ridge shaped when one curvature is highest and the other is lowest so 
that the shifts along with the edge due to minor change in C indicated as an edge,

	c)	� Local autocorrelation function is sharply peaked when both curvatures are highest so that shifts of any di-
rection are increased C indicated as a corner.

Signature influencing
Edge classification and corner regions are required, as well as, response or measure the quality of edge and corner. 
The response size is applied to choose the isolated corner pixels and thin the edges. Suppose H is used to measure 
of corner response that is required as a function of w and k only for the rotational invariance. Determinant (N) 
and Trace are used in the formula to avoid the explicit eigenvalues decomposition for N in8, therefore

	 T race(N) = w + k = X + Y � (10)

	 Determinant(N) = wk = XY − Z2 � (11)

Suppose a formula for the corner response in8:

	 H = Determinant − nT r2� (12)

H is used for positive in corner region pixels, minor in hit flat region, and negative in edge region pixels. To 
improve the contrast in all possible cases is necessary to increase the magnitude of response. The flat region is 
represented by Trace decreasing a few selected thresholds. A corner region is chosen such as a nomination of a 
corner pixel when the response is an eight-way local maxima, corners are identified in the testing image. In the 
same way, edge regions are considered to be edges when responses are local minimal, and negative in either a 
or b directions, whether the first gradient magnitude in the a or b directions correspondingly is the higher. This 
results in thinned edges. The classification of raw corner or edge classification with black representing the corner 
regions and gray, thin edges.

By using high thresholds, low thresholds, and edge hysteresis is carried out and is able to enhance the edge 
continuity. These types of classifications according to the result in a five-level image including 2 edge classes, 2 
corner classes, and background. Next processing (same as junction completion) removes short isolated edges 
and the edge spurs, and bridges small breaks in the edges. The resultant is the continuity of the thin edges that 
usually terminate in corner regions. The edges terminator is connected to corner pixels that exist in corner 
regions to formulate a linked edge-vertex graph. This is very important when several corners in the bush are not 
linked to edges such as they exist in essence texture regions. Many edges and corners are directly matchable. In 
Algorithm 2, signature influencing is also described in detail.
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Algorithm 2.  Signature influencing.

KNN formulation impacts
In the next step, the BoW model is applied to retrieve and index the images. The BoW or Bag-of-visual-words 
(BoVW) architecture is employed by SVM for image classification and retrieval. This model applies occurrences 
as features rather than the binary matching of class by class. Furthermore, BoW uses the KNN method that saves 
the recent instances classified based on the similarity and efficiently generates the outcomes. BoW strengthens 
with local patches to illustrate the image that deals with numeric vectors with the presented model. Moreover, 
these numeric vectors are used as candidate descriptors to handle and scale the differences with invariances 
which are difficult to achieve in classification systems at the binary level. BoW is an efficient and effective method 
due to its clustering modeling and code-words modeling wherever learned patches are used to map code-words 
with clustering. The BoW is a dominant way out against other existing models. The BoW demonstration is a 
histogram depiction with every local descriptor that is assigned to the visual word. For offline training, perform 
{d1, d2, ..., du} of u clusters trained by the k-means. Histograms for the local descriptors are created to construct 
a representation of fixed length using u bins of an image and determined by the mapping of all descriptors 
assigned to the nearest cluster. The frequency of the inverse document is used with the inverted list to compare 
efficient BoW representations. The BoW images are classified and indexed, and relevant image outcomes are 
explored from the visual BoW databank and then show the retrieved results.

Color channeling
At this step, RGB images are supposed like color components that are designed as a color channel to denote 
those features. These color channels are the carriers for the basic colors to present the image features. The 
importance of the algorithm is that it correspondingly collects the color coefficients along with the gray level 
strengths. The model performs spatial mapping for these color coefficients to reveal the contents of deep images. 
Coupling of color information using gray level values produces a high representation of image contents. The 
color information requires classic objects and also their placement by spatial coordinates resolves the similarities 
which are intensive in the presented model to obtain better average precision and average recall results. The 
basic rule of an algorithm is to form the segments for the image based on information, combined from scenes 
and objects for the image. Generally, the segmentation process is based on the object, label, and scene process of 
every pixel resultant for these objects specifically in the colored image are measured with difficulty. To overcome 
this problem, the L2 norm is selected in the presented model. In Eq. (13), the crossing point reflection in the 
blurred object is defined with the function7.

	
P (ϕ,γ) =

{
Go(ϕ)Fo(γ)Metal (i)
Go(ϕ)fo(γ) + Gg(ϕ)Fq(γ)K.F (ii) � (13)

where P is the demonstration for photometric angles and to measure the wavelength, ϕ is applied. γ is denoted 
by the reflection surface and g demonstrates the body reflection. K.F is homogeneously used for dialectic objects. 
The body reflection of K.F and reflected surface O of the homogeneous object is linked only in one direction. 
GO(ϕ) is used to define the sensor values brightened for the objects which are dialectic. The value for reflection 
of brightened objects is larger than zero and is zero for the blurred objects. To compute spectral power effects on 
the illumined surface in the image. The following equations are used to calculate sensor values at every (q, d)9,73

	
Jr(e, c) =

∫

ϕ

-Dr(γ)N(γ)H(ϕ)P (γ)dγ � (14)

	
=H(ϕ)

∫

ϕ

-Dr(γ)N(γ)P (γ)dγ � (15)
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In Eq.(14) and Eq. (15), ϕ is used to reflect the scene geometry in location (e, c). Generally, the L1 norm is 
measured by coordinates (e, c) for the color space.

Consider a set U = (J0, ..., Jm−1) is represented by the direction line so L2 norm is described in Eq. (16)9,73

	
Ǔ = J√

J2
0 + ... + J2

m−1

= (Ǔ0, ..., Ǔm−1)� (16)

Suppose

	
-Dr =

∫

ϕ

-Dr(γ)N(γ)P (γ)dγ� (17)

Then from Eq. (15)

	
Ǔ(q, d) = H(ϕ)Ei

√
H(ϕ)2(E2

0 + ... + E2
m−1

= Ei

√
(E2

0 + ... + E2
m−1)

� (18)

Ǔr(q, d) is based on input brightness, sensor and reflective result; it is autonomous to ϕ. L1 norm is employed to 
generate color coordinates that are recognized as the chrome coordinates11,74, accordingly,

	
Ǔ = J

J2
o + ... + J2

m−1
� (19)

L2 normalization coordinates are the same as the L1 norm which does not completely disclose the scene 
geometry. The presented model uses the L2 norm as an alternative to the L1 norm because to normalization of 
L2 is an intensive optimization for mean cost rather than the median cost. Generally, the error result is low in 
the L2 norm with constrained outliers. The main problem of the L1 norm is restricted differentiations because of 
protecting outfitting and sparsity execution. L2 norm has overcome this problem and demonstrates invariance 
by enhanced coverage. L2 norm has also one more benefit such as its natural surrounds of squaring input which 
is a closed form whereas L1 normalization pair-wise is the absolute function; accordingly, L1 normalization 
is a more expensive computation than the L2 normalization. In L1 normalization, two various resources the 
distance among the coordinates are based on online location. Two textural dependent materials by ε1 angle 
where it is represented angle among the resources. For the Euclidean distance h1 and L1 normalization equation 
is defined73

	
h1 =

√
2

(
s(ε + ε1)

(1 + s(ε + ε1) − s(ε1

1 + s(ε1)

)
� (20)

For L2 norm, the Euclidean distance h1 as in following Eq. (21)73

	
h′ = n × J

(
ε

n

)
� (21)

Here, h1 is based on ε, n = 2, and J is employed to calculate sine. For the maximum dimensional sensor space, 
the statement is similar. Then, it is noticeable that the two colors on the surface are the same even though the first 
point is highlighted directly and the other point is shaded12. The two contrary properties by L1 norm connected 
to calculate normalized colors have been considered. The proportions for color in the sensor space have a zero 
point J0 = J1 = ... = Jm−1 = 0. Algorithm 3 shows the steps for dataset harmonizing.
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Algorithm 3.  Dataset Harmonizing.

Architectural bonding
The algorithm uses a deep CNN model that is employed to compare with DenseNet, VGG-19, GoogLeNet, and 
ResNet-50 to test the accuracy and efficiency of the presented approach in Fig. 2.

DenseNet is a CNN model that uses dense connections among layers using dense blocks. This dense block can 
be known as a layer. The dense block includes bottleneck layers which comprise 11 convolutions (for reducing 
the amount of input features maps) and 33 convolutions accordingly. Each layer gets additional inputs from all 
previous layers and then passes through feature maps to all consequent layers in DenseNet architecture. Every 
layer receives collective knowledge from all preceding layers. In Eq. (22), qth layer obtains input feature maps 
from all preceding layers13:

	 bq = Iq([b1, b2, ..., bq−1])� (22)

Fig. 2.  Architectural bonding.
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In DenseNet, every layer obtains feature maps from preceding layers, the network will be complex and thinner. 
For every composition layer in DenseNet, there is batch normalization (BN) and ReLU layer, then 3×3 
convolutions are done using output feature maps for d channels.

The ResNet-50 model is employed to fuse with the proposed features detection and extraction to obtain maximum 
accurate ratios in this approach. ResNet-50 implements non-linearity at the second level. The dimensions are 
equal size like h and f in y = γ(h, {Mt}) + h. The input-output (I/O) is employed for the variations and a linear 
estimation Ms for the short-cut connection that executes for comparison of the dimensions in Eq. (23)14

	 y = f(h, {Mt}) + Mnγ� (23)

In Eq. (23), the identity mapping is assumed as a degradation problem, and Mn is applied to match the 
dimension. f(h, {Mt}) is used to present many convolutional layers.

VGG-19 is a CNN-based architecture with multilayered operations. VGG-19 has 16 convolutional layers to 
extract features at the training step15, to transfer learning, nineteen weights layers are utilized, three layers 
are fully connected (FC), and an output layer at termination. Feature extraction from the input images at the 
initial convolutional layer, 64 kernels (3×3) are used16. An advanced pre-trained convolutional neural network 
architecture is inception. It comprises 316 layers and 350 connections. Convolution layers are 94 with various 
sizes where the size of the first input layer is 299×299×3. After this, batch normalization and the ReLu activation 
layers are supplemental. A max-pooling layer has been inserted among convolution layers. In the testing stage, 
categorize the images based on the softmax activation process, 10-fold cross-validation is efficient.

GoogLeNet is a deep light-weight network as its perception is effective computation and improved 
performance. GoogLeNet model is a relatively small amount of computational cost that is a two-phase product: 
firstly, optimal CNN with sparsity as introduced in17. Second, dimension reduction with one square convolutional 
layer is presented in18. Inception-v1 components in GoogLeNet architecture are employed for 3 filter sizes such 
as 1,5 and 3 squares and a maximal pooling layer. 5×5 and 3×3 filters work with 1×1 convolutional layer to 
reduce dimension while the maximal pooling layer is effective with 1×1 convolutional layer. GoogLeNet is 
used for mainly two purposes, first, to reduce the number of parameters, and second, for efficient computation. 
GoogLeNet model has 22 deep layers when counting layers with parameters and 27 layers when counted with 
pooling. 100 layers are applied in independent building blocks for GoogLeNet. Architectural bonding is defined 
in Algorithm 4.

Algorithm 4.  Architectural bonding.

Using VGG-19, DenseNet, GoogLeNet, and ResNet-50 for multiple applications, the performance of 
computer vision is better for object detection and recognition. The feature vectors (FV) are fused with VGG-19, 
DenseNet, ResNet-50, and GoogLeNet; and formed feature vectors to produce powerful image signatures that 
are deeply signified features of shape, color, and object. The presented approach has the following contributions.

•	 The presented model generally collects and analyzes image contents such as color, spatial information, tex-
ture, shape, and object-created information that is formed with significant ratios of precision and recall.

•	 To achieve well-improved results, a novel model is presented that improves the capabilities of DenseNet, 
ResNet-50, VGG-19, and GoogLeNet architectures with its internal coupling.

•	 An image retrieval system for time-efficient, computation and storage is introduced that retrieves images in 
a fraction of a second.

•	 The presented method strengthens scale features with the bag-of-word (BoW) architecture for image retriev-
al, indexing, and classification.

•	 A new detection model and feature description are presented that accurately and effectively retrieves the rel-
evant images related to a query from cluttered, overlay, background, foreground, and complex benchmarks.

•	 Introduced a new technique that achieves straddling, autocorrelation, factoring, thresholding, junctioning, 
regioning corner response, signature influencing, dataset harmonizing, image indexing, and deep sense image 
classification combined to create detail for deep improved image contents.

•	 Presented gray shaded images and color features depend on the image retrieval strengthens with CNNs.
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•	 A novel methodology is proposed that effectively returns significant performance on tiny objects, complex 
background objects, similar textures, occluded, resized/enlarged images, cropped objects overlay ambiguous 
objects, color dominant arrangements, cluttered patterns, and mimicked.

•	 The strength of the proposed method is to retrieve the contents information for only relevant images from 
anchor translation instead of whole image iterations.A capsule network developed in75 utilized attentional 
feature maps for classifying fire and smoke conditions. Detailed as an alternative technique for classification 
it allows examination of varying image classification methodologies. A presentation of our approach reveals 
contrasting outcomes between classification precision alongside operational effectiveness and implementa-
tion capabilities which demonstrate that multiple calculation strategies match different project specifications 
and dataset needs.

The proposed methodology leverages state-of-the-art CNNs for comprehensive image feature extraction and 
harmonization. Recent research76 inspires the implementation of hybrid optimization that ensures efficient 
management of different input conditions leading to improved image feature extraction accuracy and robustness. 
This approach is further enriched by drawing on the principles outlined in77. The implementation of hybrid 
optimization structures this algorithm to extract useful features from heterogeneous datasets with different 
complexity levels thus improving model generalization abilities. The framework78 utilizes the novel method for 
reliability optimization design based on rough set theory and hybrid surrogate model to manage uncertainties 
in data through hybrid surrogate models while performing feature extraction.

The study79 provides inspiration for adaptive and robust algorithms that allow the extraction method to 
work with consistency across various image datasets. Enhanced accuracy becomes possible in complex image 
processing through our implementation of ensemble regression techniques described in80. The authors utilize 
causal intervention strategies that originated from81 to enhance image feature harmonization. Features extracted 
from images become clearer through strategies that embed contextual understanding between media elements 
while boosting model performance across different imaging conditions. Similarly, the use of ResLNet in82 
establishes a specialized neural design to process lengthy complex sequences that specifically accommodate 
images containing extensive varieties and fine structural elements. Interpretive models in the field of modulation-
based DNA storage present a useful perspective on data security and data refinement through encryption 
methodologies described in83.

These principles become essential for extracting and harmonizing sensitive image data. The study84 spotlights 
how feature extraction optimization becomes complicated when maintaining system performance according to 
the proposed methodology which assures precision across image datasets. Similarly,85 serves as a base model 
to minimize distortion during feature extraction by refining the model’s ability to handle different image 
complexities. The data integrity remains safeguarded because this method prevents essential information from 
disappearing throughout image harmonization. The study86 serves as the basis to adopt its data fusion principles 
which merge incomplete evaluation semantics along with scheme beliefs to efficiently combine multiple image 
features.

The methodology is also inspired by the Flow2GNN87 which improves GNNs’ information propagation 
throughout the network architecture. The feature extraction process through our approach leads to effortless data 
retrieval from different types of datasets. Lastly, the innovative approaches presented in88 lay the groundwork 
for employing AI methods in image analysis through adaptive and dynamic feature extraction techniques that 
support our proposed strategy. The study89 demonstrates how domain-specific knowledge enables improved 
image feature extraction that adapts to multiple image conditions.

Experimentation
Datasets
The selection of an appropriate dataset is a difficult yet important task involving the classification and retrieval of 
images accurately. Precision proportional rates of image attributes such as cluttering, location, occlusion, quality, 
color, and size are important. An image retrieval system is used to find subsets that provide the corresponding 
database and consist of several semantic groups for different varieties. For this, experiments are performed 
on challenging datasets namely Zubud19 Caltech-10120, Corel-100052, Cifar-1021, Cifar-10021, Caltech-25622, 
Corel-100005, COIL-1006 and 17-Flowers23.

Experimental results and discussion
Experiments are performed on 10 challenging benchmarks. Using the challenging measures, the efficiency, 
robustness, and accuracy of the presented model are computed. These measures are mean average precision 
(mAP), mean average recall (mAR), average retrieval precision (ARP), average recall (AR), average retrieval 
recall (ARR), average precision (AP), and F-measure. Accurate performance is evaluated by using recall and 
precision metrics. The precision is the positive estimated results and the recall is true positive ratio estimation. 
AP is the result for precision in the respective image category to all iterative values. ARP is the result of AP for 
the image category to add all categories in which every category precision value is the sum of the first category. 
Before plotting, the ARP results are managed to demonstrate the increment or loss progressively. Recall and 
precision are computed for every category7.

	
P recision =

Nr(i)

Ns(i)
� (24)

	
Recall =

Nr(i)

Nq
� (25)
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where Nr(i) denotes the related images corresponding to the required image, Ns(i) is used to recover images 
along with the required image and the total number of relevant images in the existing dataset7.

	
Average precision(AP ) = F or every HjS

T otal number of iteration
� (26)

	
ARPt = F or every HjAP

T otal number of classes
� (27)

	 ARP =Sort(for each ARPt) � (28)

In Eq. (26), HjS is denoted for H as a class and j is applied for the number of classes with S for the precision in 
the relevant class in Eq. (27). HjAP  is represented H as a class and average precision described in Eq. (28). To 
arrange all computed values, the sort function is applied.

The AR shows recall results in the corresponding image class to all iterations. The ARP is the ratio of average 
recall for the image class to the sum of all classes in which each category’s average recall is the sum of the first 
category. Before plotting, ARR ratios are arranged to demonstrate the increment or loss progressively7.

	
Average recall(AR) = F or every HjQ

T otal number of iteration
� (29)

	
ARRt = F or every HjAR

T otal number of categories
� (30)

	 ARR =Sort(for each ARRt) � (31)

In Eq. (29), HjQ is used for H as a semantic group, and for the number of classes or semantic groups, i is 
represented with the Q corresponding recall in the relevant semantic group in the above Eq. (30). HjAR is used 
for H as class. The sort function is used to sort all calculated values in Eq. (31)7.

	
Moving average precision(mAP ) = Sum(AP@H)

T otal number of categories
� (32)

	
Moving average recall(mAR) = Sum(AR@H)

T otal number of categories
� (33)

F-measure is computed as harmonic mean, multiply precision and recall results of every image class by 2 and 
divided by the addition of recall and the precision for each image class in Eq. (34)49

	
F − measure = 2 × s × i

s + i
� (34)

Here, s and i are denoted for the average recall and average precision rates correspondingly.

Fig. 3.  Sample images from, (a) Cifar-10 dataset90, and (b) Cifar-100 dataset90.
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The retrieval time of the image taken by the presented model is   0.3 – 2.19 sec. Time differences occur in 
calculation due to the number of images and size of images in the database. Experiments are performed on 
core-i7 @2.5Ghz using 8GB RAM.

Performance on CIFAR-10 and CIFAR-100 datasets
Cifar-10 dataset90 includes several categories namely frogs, cars, birds, ships, airplanes, cats, trucks, horses, dogs, 
and deer. Each category contains six thousand images. In Fig. 3a, Cifar-10 dataset sample images are depicted.

Cifar-10090 and Cifar-10 datasets are the same with 32×32 images and comprise hundred several classes. 
It contains different image classes namely forest, butterfly, road, lamp, palm, willow, house, bowls, mountain, 
rabbit, elephant, tiger, bus, clock, person, tractor, motorcycle, rocket, etc. Sample images for Cifar-100 are 
represented in Fig. 3b.

The presented algorithm uses a deep CNN model that is employed for the comparison with DenseNet, 
ResNet-50, GoogLeNet, and VGG-19 to test the accuracy and effectiveness of the presented model. Experiments 
are performed on the Cifar-10 dataset to test the affectivity and the accurateness of the presented algorithms. The 
fused convolutional neural networks models such as DenseNet, VGG-19, GoogleNet, and ResNet-50, are now 
formulated as FDenseNet, FResNet-50, FVGG-19, and FGoogleNet due to the incorporation of the presented 
approach with these CNN models and the presented methodology in Fig. 1 also illustrates the similar features 
fusion.

The presented model has outstanding average precision and F-measure results in all semantic groups for the 
Cifar-10 database, as shown in Fig. 4a. In Fig. 4b, the proposed algorithm shows remarkable F-measure outcomes 
for mimicked, tiny, cluttered, overlay, and complex background objects of the Cifar-10 dataset. Furthermore, 
the presented model reports significant AP ratios with FDenseNet, FResNet-50, FVGG-19, and FGoogleNet of 
Cifar-10. The presented model depicts remarkable AP results using FDenseNet in the image groups of Cifar-10 
such as frogs, cars, airplanes, horses, trucks, birds, and cats in Fig. 5a. The outstanding precision achieved in 
Cifar-10 with tiny images is focused on the methodology at object recognition steps.

In Fig. 5a, the presented model provides significant ARP ratios with FDenseNet, FResNet-50, FVGG-19, and 
FGoogleNet of Cifar-10. In Fig. 5a, the presented algorithm depicts above 90% ARP results using FDenseNet, 
above 85% ARP results using FResNet-50, above 79% ARP results with FVGG-19 and 73% ARP results by 
FGoogLeNet for most semantic groups of Cifar-10. In Fig. 5b, the proposed model provides the highest ARP 
results with FDenseNet. The proposed approach also shows above 0.11 ARR results with FDenseNet, above 0.12 
ARR ratios by FResNet-50, above 0.13 ARR results with FVGG-19, and 0.14 using FGoogLeNet for the Cifar-10 
dataset.

Fig. 4.  Results for Cifar-10dataset, (a) Average precision (AP) for Cifar-10 dataset, and (b) F-measure ratios 
for Cifar-10 dataset.
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The presented model reports significant mAP ratios with VGG-19, GoogleNet, DenseNet, and ResNet-50 
of Cifar-10. In Fig. 6a, the algorithm provides outstanding mAP 95% using DenseNet, 94% mAP ratios with 
ResNet-50, 89% mAP ratios with VGG-19 and 83% mAP for GoogLeNet. The proposed approach also shows 
above 0.11 mAR results with DenseNet, 0.12 mAR ratios by ResNet-50, 0.13 ARR results with VGG-19 and 0.14 
byGoogLeNet for Cifar-10 in Fig. 6b.

Fig. 6.  Results for Cifar-10dataset, (a) Mean average precision (mAP) for Cifar-10 dataset, and (b) Mean 
average recall (mAR) for Cifar-10 dataset.

 

Fig. 5.  Results for Cifar-10dataset, (a) Average retrieval precision (ARP) for Cifar-10 dataset, and (b) Average 
retrieval recall (ARR) ratios for Cifar-10 dataset.
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In Fig. 7, the presented model outperforms the average precision ratios of the Cifar-100 database. It is noted 
that the presented algorithm has outstanding results in Fig. 7 for the Cifar-100 dataset in most semantic groups. 
Color coefficients, distance measuring, L1 and L2 norms, color signatures, architectural bonding, signature 
influencing, dataset harmonizing, thresholding, functioning, factoring, and regioning are used with CNN 
features for effective, efficient, and accurate image indexing and classification. Several images with various image 
categories like horse, bear, girl, boy, chair, cloud, crocodile, rose, dolphin, bus, house, baby, train, caterpillar, 
butterfly, bridge, bee, lion, lizard, orchid, lobster, turtle, road, plate, trout, pear, rocket, ray, table, whale, television, 
telephone, woman tiger, trout, seal, tractor, shark, shrew, squirrel, spider, truck, wardrobe, wolf, willow-tree and 
worm with various colors and sizes are reported highest average precision results. Other image groups namely 
castle, camel, can, bicycle, bowl, bottle, cattle, possum, clock, streetcar, rabbit, sweet pepper, sunflower, snail, 
tiger, skyscraper, porcupine, raccoon, poppy, leopard, apple, otter and lizard are also precisely classified and 
achieved significant average precision results in most image groups of Cifar-100 dataset.

In Fig. 8a, the presented model illustrates 93% mAP results using FDenseNet, 92% mAP ratios with 
FResNet-50, 81% for FGoogLeNet and 86% using FVGG-19 of Cifar-100 dataset. The presented algorithm shows 
marvelous mean average precision ratios for the mimicked, tiny, multiple objected foreground and occupied 
background objects due to its efficient image recognition capability. The proposed approach outperforms 
complex, overlay, overlapping, and cluttered objects. In the mAR graph, the model is depicted as 0.11 mAR with 
FResNet-50, 0.11 with FDenseNet, 0.12 with FVGG-19, and 0.13 with FGoogLeNet of Cifar-100 dataset in Fig. 
8b. In dataset harmonizing, the presented algorithm deals equally even for the large and small sizes of images. 
For complex, foreground and background content-based images that are not readable and objects are intermixed 
or vice versa.

Performance on COREL-1000 and COREL-10000 datasets
Corel-1k database is normally used to retrieve, index, and organize the images for categorization tasks. 
Corel-1000 database comprises several image categories namely dinosaurs, horses, mountains, flowers, beaches, 
buildings, foods, elephants, buses, and Africans. This dataset contains 10 groups with every comprised of a 
hundred selected images. Various sample images are depicted in Fig. 9a.

Corel-10000 dataset contains 100 classes with 100 images. The images in the Corel-10000 database are from 
various contents including flowers, hospitals, foods, shining stars, sunset, ketches, butterflies, human textures, 
texts, trees, planets, cars, animals and flags, etc. presented in Fig. 9b. The presented algorithm works at color 

Fig. 8.  Results for Cifar-100 dataset, (a) Mean average precision (mAP) for Cifar-100 dataset, and (b) Mean 
average recall (mAR) for Cifar-100 datasett.

 

Fig. 7.  Average precision (AP) for Cifar-100 dataset.
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coefficients by applying appropriate displacements at L1 and L2 levels and does not cater to the explanatory 
aspects of feature sets by only selecting the heads that are thereby connected with the signature influencing 
dimension.

In Fig. 10a, the presented approach is reported with average precision results for Corel-1000. The presented 
model efficiently and effectively categorizes the images from several types of image groups including various 
foreground and background images, complex blobs, overlay, and cluttered objects due to color coefficients, 
distance measuring, L1 and L2 norms, color signatures, architectural bonding, signature influencing, dataset 
harmonizing, thresholding, factoring, and regioning methods make it possible to competently categorize the 
images.

The approach has marvelous average precision results for Corel-1000 reporting the dominant performance 
of the proposed model in most image classes due to its color channeling, autocorrelation, L2 normalization, 
shape parameters, and straddling. The presented algorithm depicts better performance in most of the image 
groups including Africans, beaches, buildings, horses, flowers, foods, and elephants using FDenseNet in Fig. 
10a. The presented model also reports significant AP results by using FGoogLeNet, FVGG-19, and FResNet-50. 
The model presents remarkable f-measure ratios with FVGG-19, FDenseNet, FResNet-50, and FGoogLeNet of 
the Corel-1000 dataset in Fig. 10b. The significant precision achieved in Corel-1000 with cluttered and overlay 
images is focused on the dataset harmonizing algorithm at step 3 and step 4.

Fig. 10.  (a) Average precision (AP) for Corel-1000 dataset; (b) F-measure ratios for Corel-1000 dataset.

 

Fig. 9.  Sample images, (a) Some images from Corel-1000 dataset24; (b) Some images from Corel-10k dataset19.
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In Fig. 11a, the model provides significant ARP ratios with FDenseNet, FResNet-50, FVGG-19, and 
FGoogleNet of Corel-1000. The approach depicts above 95% ARP results using FDenseNet, above 93% ARP 
results using FResNet-50, above 88% ARP ratios with FVGG-19, and above 92% ARP results by FGoogLeNet in 
most semantic image groups of Corel-1000 in Fig. 11a. In Fig. 11b, the presented algorithm provides the highest 
ARP results with FDenseNet. The approach also shows above 0.11 ARR results with FDenseNet, above 0.11 ARR 
ratios by FResNet-50, above 0.12 ARR results with FVGG-19, and above 0.13 using FGoogLeNet for Corel-1000.

In Fig. 12a, the presented method illustrates 96% mAP results using FDenseNet, 94% mAP ratios with 
FResNet-50, 80% for FGoogLeNet, and 87% using FVGG-19 of the Corel-1000 dataset. In the mAR graph, the 
presented algorithm is depicted as 0.12 mAR with FResNet-50, 0.11 mAR with FDenseNet, 0.13 with FVGG-

Fig. 12.  (a) Mean average precision (mAP) for Corel-1000 dataset, and (b) Mean average recall (mAR) for 
Corel-1000 dataset.

 

Fig. 11.  (a) Average retrieval precision (ARP) for Corel-1000 dataset, and (b) Average retrieval recall (ARR) 
ratios for Corel-1000 dataset.
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19, and 0.14 with FGoogLeNet of the Corel-1000 dataset in Fig. 12b. The recent research contribution presents 
feature fusions that finally provide large feature-set sizes that directly influence the experimental cost and there 
they lose values in merging. However, in the proposed algorithm and proposed methodology, the signatures 
are not influenced due to signature length. These are manipulated in such a way that the computational cost 
is minimal. This research first time introduces diverse CNN complex architectures that have never been used 
in experimentation before collectively by any researcher. These datasets and CNNs are incorporated with the 
presented algorithm. This is a heterogeneous architectural bonding that is presented in this research and shows 
the high level of precision for complex datasets with deep image sensing.

In Fig. 13, the presented model has reported significant average precision ratios of the Corel-10000 database. 
In Fig. 13, 1t is observed that the Corel-10000 dataset has outstanding results in most of the image groups. Color 
coefficients, distance measuring, normalization, color signatures, architectural bonding, signature influencing, 
dataset harmonizing, thresholding, junctioning, factoring, and regioning are used with CNN features for 
effective, efficient, and accurate image indexing and classification. The presented algorithm reported the highest 
average precision results with FDenseNet, FResNet-50, FGoogLeNet, and FVGG-19 due to color channeling, 
straddling, anisotroping, and autocorrelation. In dataset harmonizing, the presented algorithm deals equally 
even for the large and small sizes of images. For complex, foreground and background content-based images 
that are not readable and objects are intermixed or vice versa. The presented algorithm extracts a similar level 
of precision. The significant precision achieved in Corel-10000 with cluttered and complex images is focused on 
the architectural bonding algorithm at step 4, step 6, and step 7.

In Fig. 14b, the presented method illustrates 92% mAP results using FDenseNet, 87% mAP ratios with 
FResNet-50, 76% for FGoogLeNet, and 81% using FVGG-19 of Corel-10000 dataset. The approach is depicted 
above 90% mAP with FDenseNet, above 85% mAP using FResNet-50, above 80% mAP with FVGG-19, and 
above 75% mAP results with FGoogLeNet of Corel-10000 dataset in Fig. 14a. Corel-10000 dataset contains 
different shapes and textural images using the same patterns, shapes, and colors whereas the other image groups 
comprise different object patterns. The mean average precision results of Corel-10000 show the robustness of 
the presented approach.

Fig. 14.  (a) Average retrieval precision for Corel-10000 dataset, and (b) Mean average precision (mAP) ratios 
for Corel-10000 dataset.

 

Fig. 13.  Average precision (AP) for Corel-10000 dataset.
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Performance on CALTECH-101 and CALTECH-256 datasets
Caltech-10120 database is used to classify and retrieve the images, match the objects, and recognize the images 
illustrated in Fig. 15a. Some images for Caltech-101 are illustrated in Fig. 15a. This dataset includes more than 
9000 images. Caltech-101 database comprises several semantic groups including tortoise, bonsai, wristwatch, 
airplane, leopard, chandeliers, face-easy, brain, motorbikes, things, buddha, ketch, butterfly, face, ewer, etc. These 
semantic groups are used to test the robustness of the presented algorithm which is accomplished by sharing the 
rounded, spatial values and multi-shaped objects with texture information comprised with the color coefficients.

Caltech-25622 comprises over thirty thousand images. This database covers different semantic groups such as 
back-pack, bonsai, bulldozer, tomato, spider, wristwatch, cactus, teapot, teddy bear, billiards, boxing gloves, swan, 
tree, and butterfly airplane. In this dataset, all classes are very important due to textural patterns, foreground 
objects, and cluttered objects. Some sample images for Caltech-256 are illustrated in Fig. 15b.

Figure 16 shows outstanding AP results for the Caltech-256 dataset. It is also observed that the algorithm 
reports better AP results in most semantic classes for Caltech-256 having different colors, textures, and shapes. 
The proposed approach applies color channeling, thresholding, distance measuring, and straddling by CNN 
features for efficient image indexing and classification. Several images with various image groups such as 

Fig. 16.  Average precision (AP) for Caltech-256 dataset.

 

Fig. 15.  Sample images from (a) Caltech-101 dataset, and (b) Caltech-256 dataset91.
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animals, electronics, foods, transportation, plants, sports, and flowers with various colors, textures, and shapes 
are used. The proposed approach reports the highest AP results above 90% with FDenseNet in most of the image 
groups for Caltech-256. The presented algorithm shows above 87% AP results with FResNet-50, above 80% AP 
ratios by FVGG-19, and above 76% AP ratios by FGoogLeNet in most semantic groups. Other semantic groups 
of Caltech-256 namely humans, games, fun, apparel, musical, weapons, households, structures, tools, insects, 
religious and natural are classified efficiently and achieved the highest accuracy in most of the image groups of 
Caltech-256. The presented algorithm extracts a similar level of precision. The significant precision achieved in 
Caltech-256 with cluttered and complex images is focused on the signature influencing algorithm at step 3 and 
step 4.

In Fig. 17, the method reports 89% mAP results using FDenseNet, 86% mAP ratios with FResNet-50, 75% 
for FGoogLeNet and 81% using FVGG-19 of Caltech-256 dataset. Different semantic groups are capable of 
classifying with CNN features using the color signature, color coefficients, distance measuring, straddling, 
peaked, and autocorrelation in the proposed approach. The presented architectural bonding and dataset 
harmonizing algorithms are applied to attain the highest mean average precision results. Caltech-256 dataset 
contains different shapes and textures images of the same patterns whereas the other image categories comprise 
various object patterns. The mean average precision results of Caltech-256 show the robustness of the presented 
approach.

Table 1 illustrates marvelous average precision, ARR, and F-measure results for the Caltech-101 dataset. 
The average precision rates of the algorithm are highest in most of the image categories using FDenseNet and 
RFesNet-50. The proposed method provides above 95% AP ratios in most of the image groups of Caltech-101. 
Few image groups present 100% average precision results using FDenseNet including anchor, brain, cougar_
face, garfield, lamp, revolver, water_lily, Windsor_chair, and yin_yang. The presented algorithm applies color 
coefficients, distance measuring, thresholding, architectural bonding, signature influencing, and dataset 
harmonizing with CNN features to classify images efficiently. The presented approach shows more than 87% 
average precision results by FVGG-19 and more than 82% average precision results by FGoogLeNet in most 
semantic groups for Caltech-101. The presented technique reports less than 80% average precision ratios in a 
few image groups due to overlay, large, mimicked, cluttered, and complex objects. Furthermore, the approach 
provides the highest 90% mAP ratios with FDenseNet. The presented model reports 87% mAP results with 
FResNet-50, 83% mAP results with FVGG-19, and 77% mAP results by FGoogLeNet. The approach outperforms 
with FDenseNet.

Furthermore, the technique provides the highest f-measure ratios in Table 1 for the Caltech-101 dataset. 
The proposed model provides f-measure rates between 18% to 27% ratios with FDenseNet, 18% to 27% ratios 
by FResNet-50, 18% to 26% ratios by FVGG-19 and 19% to 29% ratios by FGoogLeNet for shape dominant, 
cluttered, overlay, large, complex, edges dominant, color dominant objects of Caltech-101 dataset. The presented 
algorithm shows significant ARR results for Caltech-101 with FDenseNet, FResNet-0, FGoogLeNet, and FVGG-
19 in Table 1. Hence, the part of presented algorithms presented in the fourth presented algorithm is incorporated 
at lower and higher levels by producing dataset harmonizing at 32×32 images of Cifar-10 and Cifar-100 as well 
as image size of Caltech-101. This novel algorithmic script produces better object recognition and primitive 
feature detection at foreground and background levels with equal correspondence for tiny and large images; 
which ultimately proves the dataset harmonizing concept in CBIR for the first time. In dataset harmonizing, 
the presented algorithm deals equally even for the large and small sizes of images. For complex, foreground and 
background content-based images that are not readable and objects are intermixed or vice versa. The presented 
algorithm extracts a similar level of precision.

Performance on ZUBUD and COIL-100 datasets
Zurich Building Database (Zubud) dataset19 includes colored images of 201 buildings images Zurich city. These 
images for buildings are accessible with five images achieved at five random viewpoints. The partially complex 
and cluttered backgrounds are clearly present (people, trees, trams, skies, cars, etc.) with scale and orientation 
changes due to the photographer’s position. In Fig. 18a, some Zubud dataset images are shown.

Fig. 17.  Mean average precision (mAP) for Caltech-256 dataset.
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Category

FDenseNet FResNet FVGG-19 FGoogleNet

AP ARR F AP ARR F AP ARR F AP ARR F

accordion 0.98 0.10 0.18 1.00 0.10 0.18 0.90 0.11 0.20 0.70 0.14 0.24

airplanes 0.99 0.10 0.18 1.00 0.10 0.18 0.87 0.11 0.20 0.80 0.13 0.22

anchor 1.00 0.10 0.18 0.98 0.10 0.18 0.90 0.11 0.20 0.85 0.12 0.21

ant 0.90 0.10 0.20 0.75 0.12 0.23 0.70 0.13 0.24 0.75 0.13 0.23

Background 
_Google 0.96 0.10 0.19 0.95 0.12 0.19 0.88 0.13 0.20 0.82 0.13 0.21

barrel 0.88 0.11 0.20 0.92 0.11 0.19 0.85 0.12 0.21 0.86 0.12 0.20

bass 0.90 0.11 0.20 0.94 0.11 0.19 0.90 0.11 0.20 0.81 0.12 0.21

beaver 0.95 0.11 0.19 0.88 0.11 0.20 0.80 0.12 0.22 0.70 0.13 0.24

binocular 0.80 0.11 0.22 0.65 0.13 0.25 0.75 0.13 0.23 0.65 0.15 0.25

bonsai 0.60 0.11 0.26 0.80 0.14 0.22 0.76 0.13 0.22 0.70 0.15 0.24

brain 1.00 0.11 0.18 0.98 0.11 0.18 0.90 0.12 0.20 0.80 0.13 0.22

brontosaurus 0.80 0.11 0.22 0.72 0.12 0.23 0.68 0.13 0.24 0.65 0.14 0.25

buddha 0.94 0.11 0.19 0.90 0.13 0.20 0.91 0.13 0.20 0.85 0.14 0.21

butterfly 0.85 0.11 0.21 0.80 0.12 0.22 0.78 0.12 0.22 0.70 0.13 0.24

camera 0.92 0.11 0.19 0.89 0.12 0.20 0.80 0.13 0.22 0.93 0.13 0.19

cannon 0.88 0.11 0.20 0.90 0.11 0.20 0.98 0.11 0.18 0.78 0.12 0.22

car_side 0.96 0.11 0.19 1.00 0.11 0.18 0.95 0.10 0.19 0.88 0.12 0.20

ceiling_fan 0.75 0.11 0.23 0.70 0.12 0.24 0.65 0.13 0.25 0.50 0.16 0.29

cellphone 0.88 0.11 0.20 0.86 0.13 0.20 0.80 0.14 0.22 0.70 0.17 0.24

chair 0.92 0.11 0.19 0.89 0.11 0.20 0.80 0.13 0.22 0.76 0.14 0.22

chandelier 0.93 0.11 0.19 0.98 0.11 0.18 0.94 0.12 0.19 0.88 0.12 0.20

cougar_face 1.00 0.11 0.18 0.94 0.10 0.19 0.96 0.11 0.19 0.90 0.11 0.20

crab 0.98 0.11 0.18 0.94 0.11 0.19 0.90 0.11 0.20 0.83 0.12 0.21

crayfish 0.90 0.11 0.20 0.88 0.11 0.20 0.70 0.13 0.24 0.65 0.14 0.25

crocodile 0.88 0.11 0.20 0.76 0.12 0.22 0.70 0.14 0.24 0.62 0.16 0.26

crocodile_head 0.67 0.11 0.24 0.75 0.13 0.23 0.65 0.15 0.25 0.55 0.17 0.27

cup 0.98 0.11 0.18 0.97 0.12 0.19 0.92 0.13 0.19 0.84 0.15 0.21

dalmatian 0.90 0.11 0.20 0.85 0.11 0.21 0.90 0.11 0.20 0.80 0.12 0.22

dollar_bill 0.98 0.11 0.18 0.95 0.11 0.19 0.88 0.11 0.20 0.80 0.13 0.22

dolphin 0.69 0.11 0.24 0.55 0.14 0.27 0.58 0.14 0.27 0.52 0.16 0.28

dragonfly 0.92 0.11 0.19 0.93 0.14 0.19 0.90 0.14 0.20 0.86 0.15 0.20

electric_
guitar 0.92 0.11 0.19 0.90 0.11 0.20 0.82 0.12 0.21 0.90 0.11 0.20

elephant 0.85 0.11 0.21 0.83 0.12 0.21 0.77 0.13 0.22 0.70 0.13 0.24

emu 0.90 0.11 0.20 0.89 0.12 0.20 0.80 0.13 0.22 0.76 0.14 0.22

euphonium 0.80 0.11 0.22 0.75 0.12 0.23 0.70 0.13 0.24 0.69 0.14 0.24

ewer 0.99 0.11 0.18 1.00 0.12 0.18 0.94 0.12 0.19 0.90 0.13 0.20

faces 0.94 0.11 0.19 0.98 0.10 0.18 0.90 0.11 0.20 0.82 0.12 0.21

faces_easy 0.99 0.11 0.18 1.00 0.10 0.18 0.89 0.11 0.20 0.80 0.12 0.22

ferry 0.80 0.11 0.22 0.75 0.12 0.23 0.70 0.13 0.24 0.62 0.14 0.26

flamingo 0.98 0.11 0.18 0.90 0.12 0.20 0.95 0.12 0.19 0.80 0.14 0.22

flamingo_head 0.95 0.11 0.19 0.89 0.11 0.20 0.82 0.11 0.21 0.78 0.13 0.22

garfield 1.00 0.11 0.18 0.98 0.11 0.18 0.90 0.12 0.20 0.80 0.13 0.22

gerenuk 0.79 0.11 0.22 0.60 0.13 0.26 0.60 0.14 0.26 0.55 0.15 0.27

gramophone 0.88 0.11 0.20 0.78 0.15 0.22 0.70 0.15 0.24 0.52 0.19 0.28

grand_piano 0.98 0.11 0.18 0.95 0.12 0.19 0.94 0.12 0.19 0.86 0.15 0.20

hawksbill 0.86 0.11 0.20 0.75 0.12 0.23 0.65 0.13 0.25 0.60 0.14 0.26

headphone 0.90 0.11 0.20 0.88 0.12 0.20 0.80 0.14 0.22 0.90 0.14 0.20

hedgehog 0.98 0.11 0.18 1.00 0.11 0.18 0.94 0.12 0.19 0.88 0.11 0.20

helicopter 0.88 0.11 0.20 0.84 0.11 0.21 0.80 0.12 0.22 0.72 0.13 0.23

ibis 0.80 0.11 0.22 0.75 0.13 0.23 0.70 0.13 0.24 0.60 0.15 0.26

inline_skate 0.97 0.11 0.19 0.90 0.12 0.20 0.80 0.13 0.22 0.78 0.15 0.22

joshua_tree 0.96 0.11 0.19 0.95 0.11 0.19 0.90 0.12 0.20 0.84 0.12 0.21

kangaroo 0.79 0.11 0.22 0.65 0.13 0.25 0.60 0.14 0.26 0.68 0.13 0.24

ketch 0.82 0.11 0.21 0.85 0.14 0.21 0.80 0.15 0.22 0.73 0.14 0.23

Continued
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The dataset of the Columbia object image library (COIL-100) comprises 100 semantic groups. Every category 
contains seventy-two images. This includes various categories including tomato, white cup, rolaids, herb-box, 
mud pot, pink cup, car, statue, soft edri, cat, truck, fancy feast stick, frog, and jug. Figure 18b shows the sample 
images of the Columbia object image library (COIL-100) database.

Figure 19 shows outstanding AP results for the Zubud dataset. It is also noted that the algorithm reports 
improved AP results in most of the image classes of the Zubud dataset having different colors, textures, and 

Category

FDenseNet FResNet FVGG-19 FGoogleNet

AP ARR F AP ARR F AP ARR F AP ARR F

lamp 1.00 0.11 0.18 0.98 0.11 0.18 0.82 0.12 0.21 0.80 0.13 0.22

laptop 0.80 0.11 0.22 0.75 0.12 0.23 0.70 0.13 0.24 0.65 0.14 0.25

leopard 0.98 0.11 0.18 1.00 0.12 0.18 0.91 0.13 0.20 0.85 0.14 0.21

llama 0.99 0.11 0.18 0.98 0.10 0.18 0.90 0.11 0.20 0.83 0.12 0.21

lobster 0.85 0.11 0.21 0.83 0.11 0.21 0.80 0.12 0.22 0.74 0.13 0.23

lotus 0.90 0.11 0.20 0.86 0.12 0.20 1.00 0.11 0.18 0.82 0.13 0.21

mandolin 0.98 0.11 0.18 0.95 0.11 0.19 0.90 0.11 0.20 0.80 0.12 0.22

mayfly 0.98 0.11 0.18 0.95 0.11 0.19 0.93 0.11 0.19 0.88 0.12 0.20

menorah 0.95 0.11 0.19 0.92 0.11 0.19 0.95 0.11 0.19 0.87 0.11 0.20

metronome 0.99 0.11 0.18 0.97 0.11 0.19 0.89 0.11 0.20 0.88 0.11 0.20

minaret 0.95 0.11 0.19 0.88 0.11 0.20 0.70 0.13 0.24 0.67 0.13 0.24

motorbikes 0.95 0.11 0.19 1.00 0.11 0.18 0.92 0.13 0.19 0.88 0.13 0.20

nautilus 0.80 0.11 0.22 0.85 0.11 0.21 0.83 0.11 0.21 0.78 0.12 0.22

octopus 0.86 0.11 0.20 0.89 0.12 0.20 0.82 0.12 0.21 0.77 0.13 0.22

okapi 0.85 0.11 0.21 0.90 0.11 0.20 0.80 0.12 0.22 0.70 0.14 0.24

pagoda 0.66 0.11 0.25 0.70 0.13 0.24 0.70 0.13 0.24 0.65 0.15 0.25

panda 0.98 0.11 0.18 0.90 0.13 0.20 0.88 0.13 0.20 0.84 0.14 0.21

pigeon 0.88 0.11 0.20 0.83 0.12 0.21 0.77 0.12 0.22 0.73 0.13 0.23

pizza 0.80 0.11 0.22 0.75 0.13 0.23 0.70 0.14 0.24 0.66 0.14 0.25

platypus 0.94 0.11 0.19 0.90 0.12 0.20 0.83 0.13 0.21 0.79 0.14 0.22

pyramid 0.89 0.11 0.20 0.83 0.12 0.21 0.79 0.12 0.22 0.72 0.13 0.23

revolver 1.00 0.11 0.18 0.98 0.11 0.18 0.92 0.12 0.19 0.88 0.13 0.20

rhino 0.60 0.11 0.26 0.55 0.14 0.27 0.90 0.11 0.20 0.82 0.12 0.21

rooster 0.93 0.11 0.19 0.90 0.15 0.20 0.85 0.11 0.21 0.80 0.12 0.22

saxophone 0.88 0.11 0.20 0.78 0.12 0.22 0.67 0.13 0.24 0.60 0.15 0.26

schooner 0.78 0.11 0.22 0.75 0.13 0.23 0.80 0.14 0.22 0.70 0.15 0.24

scissors 0.98 0.11 0.18 1.00 0.12 0.18 0.93 0.12 0.19 0.88 0.13 0.20

scorpion 0.90 0.11 0.20 0.93 0.10 0.19 0.90 0.11 0.20 0.95 0.11 0.19

sea_horse 0.98 0.11 0.18 0.91 0.11 0.20 0.85 0.11 0.21 0.78 0.12 0.22

snoopy 0.85 0.11 0.21 0.78 0.12 0.22 0.75 0.13 0.23 0.75 0.13 0.23

soccer_ball 0.95 0.11 0.19 0.90 0.12 0.20 0.83 0.13 0.21 0.73 0.14 0.23

stapler 0.90 0.11 0.20 0.89 0.11 0.20 0.80 0.12 0.22 0.74 0.14 0.23

starfish 0.60 0.11 0.26 0.60 0.14 0.26 0.63 0.14 0.25 0.58 0.15 0.27

stegosaurus 0.98 0.11 0.18 0.93 0.14 0.19 0.90 0.13 0.20 0.85 0.15 0.21

stop_sign 0.94 0.11 0.19 1.00 0.10 0.18 0.95 0.11 0.19 0.90 0.11 0.20

strawberry 0.80 0.11 0.22 0.65 0.13 0.25 0.60 0.14 0.26 0.55 0.15 0.27

sunflower 0.85 0.11 0.21 0.90 0.13 0.20 0.98 0.13 0.18 0.82 0.15 0.21

tick 0.76 0.11 0.22 0.80 0.12 0.22 0.74 0.12 0.23 0.70 0.13 0.24

trilobite 0.90 0.11 0.20 0.85 0.12 0.21 0.78 0.13 0.22 0.72 0.14 0.23

umbrella 0.99 0.11 0.18 0.90 0.11 0.20 0.88 0.12 0.20 0.91 0.12 0.20

watch 0.96 0.11 0.19 0.95 0.11 0.19 0.90 0.11 0.20 0.83 0.12 0.21

water_lilly 1.00 0.11 0.18 0.98 0.10 0.18 0.94 0.11 0.19 0.90 0.12 0.20

wheelchair 0.95 0.11 0.19 0.87 0.11 0.20 0.75 0.12 0.23 0.70 0.13 0.24

wild_cat 0.90 0.11 0.20 0.88 0.11 0.20 0.84 0.13 0.21 0.78 0.14 0.22

windsor _chair 1.00 0.11 0.18 0.98 0.11 0.18 0.90 0.12 0.20 0.80 0.13 0.22

wrench 0.95 0.11 0.19 0.89 0.11 0.20 0.90 0.11 0.20 0.83 0.12 0.21

yin_yang 1.00 0.11 0.18 0.99 0.11 0.18 0.98 0.11 0.18 0.92 0.11 0.19

Table 1.  AP, ARR and F-measure ratios for Caltech-101 dataset.
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shapes. The proposed approach applies color channeling, thresholding, distance measuring, and straddling by 
CNN features for efficient image indexing and classification. The proposed approach reports the highest AP 
results above 92% with FDenseNet in most of the image groups for Zubud. This proposed algorithm shows 
above 88% AP results with FResNet-50, above 81% AP results by FVGG-19, and above 77% AP results with 
FGoogLeNet in most of the semantic groups of Zubud.

The presented model shows F-measure results between 18% to 23% ratios with FDenseNet, 18% to 24% 
ratios by FResNet-50, 19% to 24% ratios by FVGG-19 and 19% to 27% rates by FGoogLeNet for large, cluttered, 
overlay, complex, color dominant objects of Zubud dataset in Figs. 20 and 21.

In Fig. 22a, the approach depicts 93% mAP results using FDenseNet, 88% mAP ratios with FResNet-50, 
78% for FGoogLeNet and 84% using FVGG-19 of Zubud dataset. It is noted that the presented algorithm shows 
increased mAP results for the Zubud dataset with different shapes, colors, patterns, and textures. Straddling, 
anchor points, autocorrelation, shape parameters, factoring, regioning, thresholding and junctioning, and color 
coefficients with CNN features make this possible to efficiently classify and retrieve images efficiently. Hence, 
the part of presented algorithms presented in the fourth presented algorithm is incorporated at lower and 
higher levels by producing dataset harmonizing of Zubud. This novel algorithmic script produces better object 
recognition and primitive feature detection at foreground and background levels with equal correspondence for 
tiny and large images; which ultimately proves the dataset harmonizing concept in CBIR for the first time. In the 

Fig. 19.  Average precision (AP) for Zubud dataset.

 

Fig. 18.  Samples images from (a) Zubud dataset19, and (b) COIL-100 dataset92.
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mAR graph, the presented model is depicted as 0.12 with FResNet-50, 0.11 with FDenseNet, 0.13 with FVGG-
19, and 0.14 with FGoogLeNet of Zubud dataset in Fig. 22b.

The presented algorithm outperforms AP ratios for COIL-100 in Fig. 23. It is also noted that the research 
approach reports improved AP results in most of the image classes of the COIL-100 dataset having different 
colors, textures, and shapes. The proposed approach applies color channeling, thresholding, distance measuring, 
and straddling by CNN features for efficient image indexing and classification. The approach reports the highest 
AP results above 93% with FDenseNet in most of the image groups for COIL-100. This proposed model shows 
above 89% AP results with FResNet-50, above 83% AP results by FVGG-19, and above 80% AP results with 
FGoogLeNet in most semantic groups of COIL-100.

The proposed model shows f-measure results between 18% to 26% ratios with FDenseNet, 18% to 24% ratios 
by FResNet-50, 18 to 27% results by FVGG-19 and 19% to 24% ratios by FGoogLeNet for cluttered, overlay, large, 
edges dominant, complex, and color dominant objects of COIL-100 dataset in Figs. 24 and 25. In Fig. 26, the 
presented algorithm provides significant ARP ratios with FVGG-19, FDenseNet, FGoogleNet, and FResNet-50 
of the COIL-100 dataset. In Fig. 26, the approach depicts above 95% ARP results using FDenseNet, above 93% 
ARP results using FResNet-50, above 88% ARP results by FVGG-19 and above 92% ARP results by FGoogLeNet 
for most semantic groups of COIL-100.

Fig. 21.  F-measure ratios for Zubud dataset.

 

Fig. 20.  F-measure ratios for Zubud dataset.
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Fig. 24.  F-feasure results for COIL-100 dataset.

 

Fig. 23.  Average precision (AP) for COIL-100 dataset.

 

Fig. 22.  (a) Mean average precision (mAP) for the Zubud dataset, and (b) Mean average recall (mAR) for the 
Zubud dataset.
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In Fig. 27a, the method illustrates 88% mAP results using FDenseNet, 86% mAP ratios with FResNet-50, 75% 
for FGoogLeNet, and 82% using FVGG-19 of COIL-100 due to signature influencing, architectural bonding and 
dataset harmonizing presented algorithms. The presented method shows 0.12 mAR with FResNet-50, 0.11 mAR 
with FDenseNet, 0.13 with FVGG-19 and 0.14 with FGoogLeNet of COIL-100 dataset in Fig. 27b

Moreover, signature influencing in Fig. 28 is a crucial aspect in the image processing domain which is 
affectively focused by combining the complex CNN features with architectural presented algorithmic details 
and color coefficients along with grey level details at deeper descriptor cost. Competitive results are observed 
in small time fractions for thousands of image comparisons and indexing. Outstanding mean average precision 
in COIL-100 is focused and perfectly achieved in the signature influencing part of the presented methodology.

Performance on FTVL tropical fruits and 17-FLOWERS datasets
FTVL dataset comprises 2612 vegetables and fruits categories. The FTVL database classes are taiti_lime, 
spanish_pear, Agata Potato, watermelon, granny_smith_apple, orange, cashew, asterix_potato, diamond_peach, 
honeydew_melon, plum, fuji_apple, onion, nectarine, and kiwi. Sample images are shown in Fig. 29a.

17-flowers database comprises seventeen image categories; every category includes eighty images. The 
17-flowers classes are dandelion, bluebell, iris, tulip, buttercup, cowslip, crocus, tiger lily, windflower, colts foot, 
daisy, lily valley, sunflower, snowdrop, daffodils, pansy, and fritillary. Sample images are shown in Fig. 29b.

Fig. 26.  Average retrieval precision (ARP) for COIL-100 dataset.

 

Fig. 25.  F-feasure results for COIL-100 dataset.
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The designed model outperforms average precision, ARP, and f-measure rates for the FTVL dataset in Table 
2. It is noticed that the approach provides tremendous results in most of the semantic groups of the FTVL 
dataset with the same colors and shapes. The color coefficients, distance measuring, thresholding, junctioning, 
and regioing with convolutional neural network features make it possible to classify images efficiently. The 
designed approach provides marvelous results using FDenseNet in FTVL categories namely Tahiti Lime, Asteric 
Potatoes, Kiwi, Diamond Peach, GrannySmith Apple, Astrix, Plum, and Onion. The supremacy of the designed 
method is to differentiate objects that depend on colors, shapes, and textures which are used to classify images 
of the FTVL dataset. On the other hand, the presented approach shows the marvelous highest results using 
FDenseNet in 8/15 tropical fruits semantic groups. The designed method reports outstanding average precision 
results with FResNet-50 in Cashew, Agata potato, Spanish Pear, Honeydew melon, Nectarine, Watermelon, and 
Orange image groups of tropical fruits. In Table 2, the presented method also shows significant f-measure ratios 
of the FTVL database. Therefore, the designed method reports outstanding f-measure ratios with FDenseNet, 
FResNet-50, FVGG-19, and FGoogLeNet. Furthermore, the presented algorithm reports tremendous ARP 
results with FDenseNet in most semantic groups which provides improved performance of the presented model 
of the FTVL dataset. This model presents above 95% ARP ratios by applying features extracted from FDenseNet, 
above 90% ARP results with FResNet-50, above 85% ARP results with FVGG-19, and 82% ARP results with 
FGoogLeNet. The presented approach provides 96% mAP with FDenseNet, 95% mAP by FResNet-50, 89% mAP 
by FVGG-19, and 82% mAP by FGoogLeNet of the FTVL dataset. Architecture bonding can be observed from 
the experimentation in which the algorithm equally sights 256 semantic groups with high-level mimicking as 
well as 17 flower groups with high-level color and shape resemblance. The proposed architectural structure of 

Fig. 28.  Signature influencing.

 

Fig. 27.  (a) Mean average precision (mAP) for COIL-100 dataset, and (b) Mean average recall (mAR) for 
COIL-100 dataset.
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CNN is fused with the presented algorithm to focus on the high variety of colors, shapes, and textures similarities 
at group and feature levels.

In Fig. 30a, the presented method provides marvelous average precision results for the 17-flowers dataset. It 
is noted that the proposed approach reports tremendous results in most of the semantic groups of 17- flowers 
with different colors, textures, and shapes. RGB color coefficients and distance measuring with CNN features 
make it easy to efficient image classification of flowers efficiently. The proposed algorithm shows outstanding AP 
results using FDenseNet in flower image categories namely Bluebell, Coltis Foot, Snowdrop, Buttercup, Crocus, 
Dandelion, Fritillary, Daffodil, Lilly Valley, Tiger lily, Sunflower, and Tulip. The robustness and versatility of the 
model to differentiate objects based on their shapes, colors, and textures shows the important role of classifying 
flowers. Moreover, the designed approach reports amazingly high results with FDenseNet in the 13/17 flower of 
17-flowers dataset. The designed technique provides the highest AP results using FResNet-50 in Cowslip and Iris 
flower classes. It is noted that the proposed approach reports a high AP ratio with FVGG-19 in the Pansy flower 
category. In Fig. 30b, the designed approach depicts tremendous f-measure ratios for the 17-flowers dataset. The 

Category

FDenseNet FResNet FVGG-19 FGoogleNet

AP ARR F AP ARR F AP ARR F AP ARR F

Taiti Lime 1.00 1.00 0.19 0.95 0.95 0.19 0.90 0.90 0.20 0.80 0.80 0.22

Cashew 0.98 0.99 0.20 0.92 0.94 0.19 0.89 0.89 0.20 0.82 0.81 0.21

Agata Potato 0.88 0.95 0.18 1.00 0.96 0.18 0.95 0.91 0.19 0.90 0.84 0.20

Diamond Peach 0.98 0.96 0.19 0.95 0.96 0.19 0.88 0.91 0.20 0.80 0.83 0.22

GrannySmith 
Apple 0.98 0.96 0.19 0.94 0.95 0.19 0.91 0.91 0.20 0.85 0.83 0.21

Asterix Potato 1.00 0.97 0.19 0.98 0.96 0.18 0.89 0.90 0.20 0.76 0.82 0.22

Nectarine 0.95 0.97 0.18 0.99 0.96 0.18 0.88 0.90 0.20 0.86 0.83 0.20

Fuji Apple 0.94 0.96 0.20 0.90 0.95 0.20 0.80 0.89 0.22 0.67 0.81 0.24

Watermelon 0.94 0.96 0.19 0.95 0.95 0.19 0.98 0.90 0.18 0.90 0.82 0.20

Honeydew Melon 0.94 0.96 0.18 0.99 0.96 0.18 0.88 0.90 0.20 0.80 0.82 0.22

Spanish Pear 0.98 0.96 0.18 1.00 0.96 0.18 0.94 0.90 0.19 0.84 0.82 0.21

Plum 0.99 0.96 0.20 0.90 0.96 0.20 0.88 0.90 0.20 0.80 0.82 0.22

Kiwi 0.90 0.96 0.20 0.89 0.95 0.20 0.80 0.89 0.22 0.76 0.81 0.22

Onion 0.97 0.96 0.20 0.90 0.95 0.20 0.90 0.89 0.20 0.88 0.82 0.20

Orange 0.98 0.96 0.18 1.00 0.95 0.18 0.93 0.89 0.19 0.89 0.82 0.20

Table 2.  AP, ARP, and F-measure rates for FTVL dataset.

 

Fig. 29.  Sample images from, (a) FTVL tropical fruits dataset5, and (b) 17-flowers dataset57.
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designed method reports f-measures results using FDenseNet, FResNet-50, FVGG-19, and FGoogleNet between 
18% and 28% in all semantic groups of the 17-flowers dataset.

The presented algorithm works at color coefficients by applying appropriate displacements at L1 and L2 
levels and does not cater to the explanatory aspects of feature sets by only selecting the heads that are thereby 
connected with the signature influencing dimension. The recent research contribution presents feature fusions 
which finally provide large feature set sizes that directly influence the experimental cost and there they lose values 
in merging. However, in the proposed methodology, the signatures are not influenced due to signature length. 
These are manipulated in such a way that the computational cost is minimal. This research first time introduces 
diverse CNN complex architectures that have never been used in experimentation before collectively by any 
researcher. These datasets and CNNs are incorporated with the presented algorithm. This is a heterogeneous 
architectural bonding that is presented in this research and shows the high level of precision for complex datasets 
with deep image sensing. In Fig. 31, the color channeling and color-based content retrieval are focused and 
perfectly achieved in this part of the methodology.

In Fig. 32a, the model provides significant ARP ratios with FDenseNet, FResNet-50, FVGG-19, and 
FGoogleNet of 17-flowers. In Fig. 32a, the presented approach depicts above 90% ARP results using FDenseNet, 
above 85% ARP results using FResNet-50, above 79% ARP results by FVGG-19 and above 73% ARP results by 
FGoogLeNet for most semantic groups of 17-flowers. In Fig. 32b, the proposed approach provides the highest 
ARP results with FDenseNet. This proposed approach also shows above 0.10 ARR results with FDenseNet, above 
0.11 ARR ratios by FResNet-50, above 0.12 ARR results with FVGG-19, and above 0.14 using FGoogLeNet for 
the 17-flowers dataset.

In Fig. 33a, the presented method illustrates 93% mAP results using FDenseNet, 86% mAP ratios with 
FResNet-50, 74% for FGoogLeNet, and 80% using FVGG-19 of COIL-100 due to presented algorithms of 
signature influencing, architectural bonding and dataset harmonizing. The presented method is depicted as 0.12 
mAR with FResNet-50, 0.11 mAR with FDenseNet, 0.13 with FVGG-19, and 0.14 with FGoogLeNet of COIL-
100 dataset in Fig. 33b. Presented algorithmic channeling is highly emphasized in the 17-flowers dataset which 
is basically color-based image content analysis.

Fig. 30.  (a) Average precision for 17-Flowers dataset, and (b) F-measure results for COIL-100 dataset for 
17-Flowers dataset.
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Results of Cifar-10, 17-Flowers, Corel-1000, FTVL, Caltech-256, Corel-10k, Caltech-101 and 
COIL-100 datasets with predefined research methods
To evaluate the efficiency, robustness, and accuracy of the presented model, it was compared with existing 
designed approaches. The proposed approach has reported tremendous performance in comparison to existing 
designed methods. The designed technique presents outstanding average precision results in most semantic 
groups of the Corel-1000 dataset. The proposed approach provides improved AP ratios in the following categories 
namely Beaches, Elephants, Africans, Foods, and Mountains. Moreover, mAP results of the presented approach 
in comparison with state-of-the-art approaches in Fig. 34. The presented method reports 0.96 mAP. DICDLS59 
provides 0.91 mAP at the second highest level. CBRIF19 reports 0.88 mAP. The ENSR93 and MSIR94 report 
0.76 mean average precision. DISPR91, ETRC95, MDBP96, MCFG97, CHOG98 and FFECR99 show mean average 
precision ratios between 0.65 and 0.80. EIRCTS100 reports the lowest 0.59 mAP. EIRCTS101 applies the colors and 
shapes feature so the mAP results are comparatively low when compared with predesigned approaches.

Experimentation is performed for state-of-the-art methods including LBP102, BRFIF19, DISBOW91, 
HOGHD103, PTOTM102, GRITC104, ORLSIF105, SRF106 and RWMSER107 and results are compared to check the 
efficiency and accuracy of presented approach. For this, experiments are performed on standard benchmarks 
including COIL-100, Caltech-256, Corel-10k, and Caltech-101.

The presented approach provides the highest 88% mAP result compared with state-of-the-art approaches 
for the COIL-100 dataset in Table 3. The mAP results of the presented approach are dominant when compared 
with state-of-the-art methods. In Fig. 35a, the mAP of the proposed approach is 90% which is 23% higher 
than DISBOW91 which covers 67% mAP result at the second level of Caltech-101. Likewise, Caltech-256 image 
semantic categorization of the presented approach gives 88% highest mAP rates in Fig. 35b. GRITC104 also covers 
the textural aspects so the mAP result is comparatively less than other state-of-the-art methods. The proposed 
approach significantly classifies and indexes the image groups by L2 normalization, distance measuring, and 
color coefficients.

For the Corel-10000 dataset, the presented approach provides outstanding and significantly higher 90% mAP 
than other existing benchmarks in Table 4. The proposed approach can specifically classify colors and shapes so 
it reports higher calculated mAP than predefined techniques for the Corel-10k dataset.

The mean average precision results are graphically illustrated in comparison with state-of-the-art techniques 
of the Cifar-10 dataset for the presented approach and other state-of-the-art methods in Fig. 36. The presented 
approach outperforms mAP ratios over predefined methods for the Cifar-10 database. The state-of-the-art 
research approaches namely IETRCI95, IFFCDIR108, IPBOMLA109, IIRSCTS100, ICBIRCT110, IMSCBIR94 and 
ISPRCNN111. The highest mAP results of the presented method as compared with predefined methods are 
depicted in Fig. 36.

This study also utilized the FTVL dataset due to having images with partial occlusions, illumination differences, 
pose variations, and cropped objects. Table 5 presents the AP ratios of the FTVL dataset, the designed model 

Fig. 31.  Signature influencing.
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Fig. 33.  (a) Mean average precision (mAP) for the 17-Flowers dataset, and (b) Mean average recall (mAR) for 
the 17-Flowers dataset.

 

Fig. 32.  (a) Average retrieval precision (ARP) for17-Flowers dataset, and (b) Average retrieval recall (ARR) for 
17-Flowers dataset.
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Proposed DISBOW CBRFIF SRF HOGHD GRITC RWMSER PTOTM LBP ORLSIF

0..92 0.65 0.83 0.26 0.30 0.36 0.57 0.52 0.47 0.25

Table 4.  Comparison of designed method mAP ratios versus predefined methods of Corel-10000 dataset.

 

Fig. 35.  (a) mAP results of designed method versus predefined methods for Caltech-101 dataset, and (b) mAP 
results of designed method versus predefined methods for Caltech-256 dataset.

 

Proposed SRF HOGHD GRITC RWMSER PTOTM LBP ORLSIF

0.88 0.49 0.44 0.49 0.52 0.30 0.49 0.26

Table 3.  Comparison of designed method map ratios versus predefined methods of COIL-100 dataset.

 

Fig. 34.  AP results of designed method versus predefined methods for Corel-1000 dataset.
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is compared with predefined methods in CBRFF5 and112. The presented research approach outperforms AP 
results in most of the semantic categories of the FTVL database. Few predefined approaches CDH +SEH show 
less accurateness because of its missing nature in their approaches to crop the objects. Some methods collect the 
textural attributes and report the average precision. Therefore, objects with similar colors and shapes are quite 
hard to recognize images. The proposed model uses color coordinates by color, shape, and texture properties to 
give 0.96 mean average precision.

To provide a better picture of the results from the proposed approach in comparison to existing research 
works, Table 6 provides averaged results for the FTVL dataset. The dataset contains 15 classes and class-wide 
results are given in Table 5. Averaged results for the FTVL dataset indicate that the proposed approach provides 
robust results with enhanced average precision, compared to existing methods in the FTVL dataset.

Approach Average precision

CDH+SHE 0.90

CCV+CLB 0.93

CCV+LTP 0.93

CBRFF 0.95

GCH+LBP 0.94

CDH+CLBP 0.91

CDH+SHE+CLBP 0.94

Proposed 0.96

Table 6.  Performance comparison for average precision using the FTVL dataset.

 

Class Proposed CDH+SHE CCV+CLB CCV+LTP CBRFF GCH+LBP CDH+CLBP CDH+SHE+CLBP

Agata potato 0.88 0.96 0.99 0.99 0.97 1.00 0.93 0.99

Asterix potato 1.00 0.96 0.98 0.99 1.00 0.96 0.95 0.96

Cashew 0.98 0.99 1.00 1.00 0.99 1.00 1.00 1.00

Diamond peach 0.98 0.89 1.00 1.00 0.91 1.00 0.96 0.96

Fuji apple 0.94 0.60 0.62 0.67 0.93 0.75 0.59 0.71

Granny-Smith apple 0.98 0.96 1.00 1.00 0.97 1.00 0.97 0.99

Honeydew melon 0.94 0.90 0.99 0.99 0.94 0.99 0.99 0.98

Kiwi 0.90 0.75 0.70 0.75 0.95 0.70 0.75 0.77

Nectarine 0.96 0.85 0.84 0.88 0.95 0.87 0.81 0.90

Onion 0.97 0.99 1.00 1.00 0.89 1.00 1.00 1.00

orange 0.98 0.98 0.98 0.99 0.96 0.99 0.98 0.98

Plum 0.99 0.98 0.98 1.00 0.90 0.99 0.97 0.99

Spanish pear 0.98 0.70 0.85 0.75 0.91 0.84 0.83 0.86

Taiti lime 1.00 0.96 1.00 1.00 1.00 1.00 1.00 0.99

Watermelon 0.94 0.99 0.99 1.00 0.94 0.99 0.98 0.99

Table 5.  Comparison of AP of designed model average precision ratios versus predefined methods of FTVL 
dataset.

 

Fig. 36.  mAP results of designed model versus predefined methods for Cifar-100 dataset.
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Discussion
A new framework for image feature extraction builds upon multi-channel image processing through state-
of-the-art architectural approaches including DenseNet ResNet-50 VGG-19 and GoogLeNet. The proposed 
method works across color and grayscale formats through displaced color channels combined with spatial heads 
so features maintain deep and complex representations. The new method provides the model with the ability 
to process diverse complex datasets which leads to stronger accuracy than traditional single-channel image 
processing approaches. The primary achievement within this research is combining local-global vectors and 
regioned features to achieve complete image data representation. The proposed method merges local and global 
features into one consolidated feature extraction system that maintains an overall balanced feature extraction 
practice. The combination of local and global processing techniques enhances the accuracy of identification tasks 
when applied to Caltech-101, Cifar-10, and 17-Flowers databases. The proposed approach used observation 
auto-correlation to handle anisotropic noise while extracting correlated shape parameters which output 
responses with peaked curvatures and ridges as well as peaks. Factor threshold and region processes are applied 
to these features to produce more reliable image representations. The approach delivers exceptional results when 
handling data collections containing intricate visual features since traditional CNNs fail to abstract significant 
characteristics from complex or noisy inputs.

This study demonstrates through extensive examination that the proposed approach delivers better 
performance than existing systems on a range of benchmark datasets. A substantial enhancement in retrieval 
accuracy became apparent when comparing the approach to conventional CNN models on Cifar-10. The 
enhanced performance results from synergizing multi-channel image processing with multiple CNN 
architectures that deliver optimized features along with effective learning dynamics. Filtering images with color 
information throughout retrieval leads to better performance, especially on object datasets that need color 
discrimination such as FTVL Tropical Fruits and Zubud. The proposed method achieves better accuracy and 
precision together with higher recall performance than three prominent architecture frameworks including 
ResNet-50, VGG-19, and GoogLeNet. By combining several CNN models with the proposed channeled 
algorithm, we have obtained better and more adaptable image feature representations than traditional networks 
using single architectural frameworks. In this way, the proposed technique stands out in multi-class settings 
and image retrieval applications due to its ability to integrate diverse high-dimensional features from different 
images effectively. This method solves current limitations that exist within semantic feature extraction methods. 
Traditional datasets must rely on conventional single-channel representations and conventional CNNs because 
they do not work effectively with complex multiple-dimensional datasets. The current work implements multi-
architecture integration and advanced color channel processing to achieve better image feature extraction with 
capabilities extending across multiple image sensing operations. The profound impact arises for image retrieval, 
object recognition, and semantic segmentation applications since these require high-precision efficient feature 
representations.

The combination of multiple CNN architectures with innovative feature fusion techniques introduced in this 
work strengthens deep learning’s growing ability to analyze images. The incorporation of color and grayscale 
features together with displaced color techniques and spatial heads differentiates the proposed approach from 
other methods leading to its unique position for image analysis work in the future. The results of this research 
advance the field and create foundational capabilities for additional studies examining hybrid CNN architectures 
linked with multi-channel image processing to service various image-based applications.

Conclusion
This research presents an extraordinary fused convolutional neural network approach that joins the power of 
GoogLeNet, DenseNet, VGG-19, and ResNet-50 with the presented algorithmic image retrieval model. This 
versatile classification and retrieval methodology is capable of detecting overlayed, cluttered, background, and 
foreground image contents with content synthesis and deep analysis. This research is aimed at compact and 
efficient image feature vector extraction to deeply learn the images parallel at colored and grey integrations along 
with CNN signatures, with channeled algorithm integrations to have uniformity at diverse datasets and semantic 
groups. Novel signature influencing is obtained by the fusion of bounded, primitive-parametrized, local-global, 
and anchored vectors with regioned features to ultimately generate harmonized signatures which are thereby 
indexed with KNN. The competitive results endorsed the superiority of the proposed method by its comparison 
with standard benchmarks of Caltech-101, Cifar-10, Caltech-256, Cifar-100, Corel-10000, 17-Flowers, COIL-
100, FTVL Tropical Fruits, Corel-1000, and Zubud. This research work can be extended to DesNet, MobileNet, 
and Deep cloud-based architecture.

Data availability
The datasets are publicly available at the following links: Cifar-10 https://www.kaggle.com/c/cifar-10. Corel-10k ​
h​t​t​p​s​:​​/​/​w​w​w​.​​k​a​g​g​l​e​​.​c​o​m​/​d​​a​t​a​s​e​​t​s​/​m​i​c​​h​e​l​w​i​l​​s​o​n​/​c​o​​r​e​l​1​0​k. COIL-100 ​h​t​t​p​s​:​​​/​​/​w​w​​w​.​k​a​g​g​l​​e​.​c​​o​m​​/​d​a​t​a​s​​e​​t​s​/​j​​e​s​s​i​c​a​​l​i​9​​
5​3​​0​/​c​o​i​l​1​0​0.
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